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PREFACE

This book is intended as a supplement to the textbook
Microprocessors/iMicrocomputers: Architecture, Software
and Systems, 2nd edition (written by this author and
published by John Wiley & Sons, Inc., New York, 1987).
It may also be used as a supplement for other basic texts
or as a brief stand-alone introduction to the Z80.

During the planning and writing of Microprocessors/Mi-
crocomputers, we encountered the following problem. In
addition to offering theoretical descriptions and discus-
sions, we wanted to describe at least one real, existing,
8-bit microcomputer system that is widely used in educa-
tion institutions. However, including a description of any
one product in that text would immediately have dated the
publication and made it unacceptable to other users who
might be committed to another product. This dilemma
was resolved by adopting a unique approach. We selected
three most popular and widely used 8-bit microcomputer
products and present them in three separate, softcover
supplements. The three products that are included in this
series are the Zilog Z80, the Intel 8080A, and hte Intel
8085A. This approach allows users of the main textbook
to purchase only the supplements that are of direct use for
their specific needs. In addition to the paperback supple-
ments, separate laboratory manuals—on some of the most
popular microcomputers—are also planned.

This book is based primarily on the microprocessor/mi-
crocomputer courses that I have designed and taught at
St. Paul Technical-Vocational Institute, St. Paul, Minne-
sota, and in local industries over the past several years. As
a result of this experience, I have introduced a number of
features in this book. First, each chapter starts with a brief
listing of chapter objectives in order to give students a
quick overview of the specific items that will be covered in
each chapter. On completing a study of the chapter,
students will be able to review the objectives, thereby (it is
hoped) gaining further understanding of the material
covered in that chapter.

Second, since this book may be used as a companion to
my hardcover text (2nd edition), references to that book
are included for the principal topics covered in each
chapter. The references are made by both chapters and
sections within the chapters. I feel that this simple
convenience will save students a lot of time and effort
when they wish to refer to the main textbook for a quick
review of any particular topic.

Third, at the end of each chapter, numerous review
questions are included. To aid both students and instruc-
tors, the questions are structured in formats such as

true/false, multiple-choice, and fill-in. For most questions
several possible answers are provided in parentheses at
the end of each question. Students have only to select the
appropriate answer. However, selection of the correct
answer requires an understanding of the subject matter of
the chapter. Furthermore, the earlier questions in any
chapter are simple, but they become progressively more
complex and more challenging.

Finally, two distinct styles of presentation are intro-
duced in each chapter, namely, a list style and a
descriptive prose style. The descriptive prose style is
certainly easier to read and, in many cases, easier to
understand, since more explanation is provided. How-
ever, classroom experience has indicated to me that the
prose style does very little to aid students in remembering
specific technical points or events. For instance, if a
certain operation involves six tasks to be performed in a
specified sequence, it is much easier for students to
remember an enumeration of those tasks in six discrete
steps than to remember them from a prose description.

The Z80 CPU chip and its principal support chips are
covered in this book. Additionally, chapters are included
for initializing, or programming, three of the most
commonly used support chips—the PIO, the CTC, and
the DMA.

Traditionally, a brief synopsis of each chapter is
included in the preface. I find this somewhat redundant
since a very detailed table of contents is included in the
book. However, it is appropriate to point out some of the
new features in this edition that were not present in the
first edition. In the instruction set tables the number of
bytes in each instruction is deleted, since it is apparent
from each instruction how many bytes are involved. In its
place the number of M cycles and the number of T states
for each instruction are presented.

A completely new chapter on the DART (dual asyn-
chronous receiver/transmitter) chip (Chapter 13) is in-
cluded. This gives the instructor a three-way choice of
including either Chapter 12 (the SIO chip) or Chapter 13
(the DART chip), or both, in a particular course. It is
quite possible that the limited number of hours available
for the course may restrict teaching both the SIO and the
DART chips.

Two appendices are also included in this edition.
Timing Diagram Conventions are shown in Appendix A
and the timing diagrams for all the chips in this edition are
modified to conform to these widely used conventions.
The Z80 assembly language codes by mnemonics are
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vi Preface

given in Appendix B. For each set of codes the corre-
sponding Instruction number in the table (where the
particular instruction is described) is also given. I find that
inclusion of this appendix saves students a lot of time in
looking up and constructing each individual instruction,
particularly in the programming part of the course.

I would like to thank the many people who helped me
during the writing and publication of this book. At Wiley,
Hank Stewart, editor, and Joe Keenan, administrative
assistant, were very helpful during the entire writing and
publication process. Dr. George Richter, Technical Divi-
sion manager at St. Paul Technical-Vocational Institute,
constantly encouraged and supported me. Several of my
students (past and present) and former engineering
colleagues at Sperry Univac reviewed parts of the manu-

script and offered many valuable comments and sugges-
tions. Special contributions were made by Frank Kline,
Jr., Kenneth Jarosch, Steve O’Gara, Mark Dreyer, and
Gary Dunning.

As usual, this book is a Khambata family project. My
wife Ruth and daughter Pixie assisted in the preparation
of the index; my son Jim and his wife Shelly assisted in the
corrections and proofreading; and all diagrams and timing
charts were drawn by my son Danny and his wife Renee. I
thank all of them.

Adi J. Khambata
St. Paul, Minnesota
November 12, 1986
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THE

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

w P

functions.

~No ok

TEXTBOOK REFERENCES

For the convenience of students who wish to review the
relevant material of this chapter in the textbook, the
following sections, and/or pertinent chapters are sug-
gested:

1. For general review of CPU

registers and counters Sec. 1-3.2
2. For index register Secs. 5-6 and 5-7
3. For program status word Sec. 3-5.3
4. For addressing modes Chapter 5
5. For interrupt page address

register Secs. 9-5 and 9-7

1.1 INTRODUCTION

The Z80 microcomputer system is designed and manufac-
tured by Zilog, Inc., of Cupertino, California. At the
present time, Mostek, Inc., of Carrollton, Texas, is the
official second source for the Z80 products.

The Z80 devices are designed by personnel who were

To introduce students to the Z80 wC system and its principal hardware components.
To describe the hardware architecture of the Z80 CPU.
. To describe the general-purpose (GP) and the special-purpose (SP) registers and their respective

To present the functions performed by the arithmetic logic unit (ALU).

To discuss the program status word (PSW) and present its format.

To describe and discuss the addressing modes used in the Z80 CPU.

To discuss the functions of the CPU package pins and present them in convenient tabular form.

formerly employed by Intel Corporation, and had de-
signed the Intel 8080A, which is an enhanced version of
the Intel 8008 C. Thus, the Z80 naturally tends to have
many similarities with the 8080A and can be considered as
an enhancement of the 8080A. Intel’s enhanced version of
the 8080A is the 8085A.

1.2 THE Z80 SYSTEM
1.2.1 Principal Hardware Components

The Z80 wC system consists of five principal hardware
components:

1. The Z80 CPU. This is the central processing unit which
contains the arithmetic logic unit (ALU) and the other
logical components required for performing the usual
CPU functions.

2. The Z80 PIO. This is a programmable, two-port,
parallel I/O interface designed for transfer of 8-bit
parallel data between the Z80 CPU and a variety of
peripherals. The interfaces are TTL compatible and
both ports are bidirectional.



2 Introduction to the Z80 Microcomputer

3. The Z80 CTC. This is a programmable counter timer
circuit with four independent channels, capable of
providing counting and timing control functions for
real-time events. The inputs and the outputs on this
chip are also TTL compatible.

4. The Z80 SIO. This is a programmable, dual-channel,
serial I/O interface designed for communication with a
variety of serial data peripherals. It is primarily a
serial-to-parallel and parallel-to-serial converter/con-
troller using a number of different protocols.

5. The Z80 DMA. This is a programmable direct memory
access controller which can directly transfer data
between the memory and the previously mentioned
PIO and SIO interfaces in a cycle-stealing mode of
operation.

Note: All the preceding interfaces and controllers monitor
the status of the peripherals. CPU polling is not involved.
They also include priority interrupt systems which can be
implemented by using the daisy chain logic technique.
Additional external logic is not required for this.

1:2.2 The Development System

Zilog, Inc., also provides a hardware/software develop-
ment system for the Z80 product line. Briefly, they
include the following features:

1. The program development is RAM-based, not ROM-
based.
2. The system is configured around a stand-alone, floppy
disk.
3. The system provides real-time debugging capability.
4. The offline support software includes:
a. Assembler.
b. Compiler.
¢. Simulator.
d. Test pattern generation capability.
5. The resident software includes:
a. RAM-based assembler.
b. RAM-based text editor,
¢. The BASIC compiler.
d. Real-time debugging program.
e. Disk operating system (DOS) with file maintenance.
f. ROM-based executive firmware.
6. Diagnostic capability is also available. It includes:
a. Rapid fault detection by means of system diagnostic
software.,
b. Continuous memory diagnostics performed in a
background operation mode.
7. It is possible to replace RAM chips by ROM or PROM
chips.

1-3 PRINCIPAL FEATURES OF THE Z80
CPU

The main features of the CPU chip follow in summarized
form:

1. The Z80 is a third-generation wP which uses the
N-channel, depletion-mode, silicon-gate technology.

2. A single 5-volt =5% power supply is used in the
system.

3. A single-phase TTL-level clock is used.

4, The Z80 uses a 2.5-MHz clock. This gives an
instruction execution time of 1.5 ps.

5. For a higher throughput rate, the Z80 uses a 4.0-MHz
clock which gives an instruction execution time of 1.0
pms.

6. The Z80 CPU chip is availabie in a standard 40-pin,
dual-in-line (DIP) package.

7. The Z80 has an instruction set of 157 instructions
which is software compatible with the 78 instructions
of the Intel 8080A wP.

8. The Z80 instruction set includes instructions for
a. Bit manipulation.

b. Byte manipulation.
c. Character string operations.
d. Block transfers of data.
9. Two 16-bit index registers are available. They en-
hance the processing of look-up tables and arrays.
10. The Z80 includes a duplicate set of general-purpose
(GP) registers and status registers. The CPU has a
total of 16 such registers.
11. The Z80 CPU generates all the control signals for
standard memory chips. Thus,
a. Using only an external address decoder, static
memory chips can be readily interfaced with the
CPU.
b. All controls for retreshing dynamic MOS memory
chips are provided.
c. The control bus signals are capatible with the
commonly used 18-pin and 22-pin 4K RAMs.
12, Expanded 16-bit arithmetic operations, as well as
BCD operations, are available in the Z80 CPU.
13. The Z80 chips are designed to operate in temperature
environments ranging from 0° to 55°C.

1-4 THE CPU ARCHITECTURE

In the Z80 CPU there is a total of 22 registers/accumula-
tors which are divided into two groups, namely, the
general-purpose (GP) group and the special-purpose (SP)
group. which contains registers dedicated to performing



only certain specific functions. Four of these registers are
1:5-bit units and the rest are 8-bit registers. The CPU has
two accumulators. Additionally, the CPU has a 16-bit
instruction register, with its associated instruction de-
coder, and the timing and control. All the previously
mentioned registers are programmable, i.e., they can be
accessed by the programmer.

1-4.1.1 GP Registers, BAccumulators, and
Status Flag Registers

1. There is a total of 16 8-bit GP registers. Two of these
are accumulators and two are status flag registers,
assocated with each of the two accumulators.

2. These 16 registers are divided into two sets, the main
set and the alternate set, as shown in Fig. 1-1.

3. The main register set units are labeled A (for the
accumulator) and F (for its corresponding flag regis-
ter). The rest are labeled B, C, D, E, H, and L. Since
registers A and F perform specific functions, it is more
appropriate to say that the true GP registers are B, C,
D, E, H, and L registers only.

4. The second set is called the alternate register set and is
labeled in exactly the same manner but with a prime
attached to each letter symbol. Once again B', C', D',
H', and L' are the true GP register, while A’ and F'
are the accumulator and the status flag registers,
respectively.

5. Accumulator A is the primary accumulator. Whenever
a PUSH or a POP operation is performed involving the
accumulator and the flag register, both registers are
always transferred.

6. The remaining six registers, in both the main and the
alternate set, either can be used individually as 8-bit

Main Set Alternate Set

Reg A
{Accumulator)

Reg F
(Status Flag)

Reg A'
(Accumulator)

Reg F'
{Status Flag)

Reg B Reg € Reg B' Reg €'
Reg D Reg E Reg D' Reg E'
Reg H Reg L Reg H' Reg L'

F+—— 8 Bits —++—— & Bits — tt———- 8 Bits ——sta—— 8 Bits —

Figure 1-1 General-Purpose Registers in the Z80 CPU
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units or can be paired and used as 16-bit units as shown
below:

Main Set Alternaie Set
B with C B' with C'
D with E D' with E’
H with L H' with L'

7. The register pairs BC, DE, HL, and B'C’, D'E’, H'L'
can be used as secondary registers and/or data
counters.

8. Under program control, either the main set or the
alternate set can be selected and operated by means of
a single instruction. Only one set can be used at any
one time, not both.

1-4,1.2 Special-Purpose Registers

1. The Z80 CPU has six special-purpose registers (SPR).

2. There are two 8-bit registers and four 16-bit registers,
as shown in Fig. 1-2.

3. A brief explanation of each SPR register foliows:

a. Program counter (PC). At any time, the PC holds
the 16-bit address of the current instruction fetched
from the program memory.

After the contents of the PC (i.e., the address of
the instruction) are placed on the address bus, the
PC is automatically incremented.

b. When a JUMP or a BRANCH is executed, the new
address is automatically inserted in the PC.

Stack pointer (SP) The Z80 uses a pointer-type
stack to provide return addresses from BRANCH
operations.

Program Counter — PC

Stack Pointer — 5P

Index Register — X

Index Repister — 1Y

F-—-—--——-—-——-—-—-—-——-— 16 Bits 4—‘

Register |
tInterrupt Page Address,
Hi—order byte)

Register R
{Memory Relresh)

L 8 Bits

| =E—‘ & Bits =‘1

Figure 1-2 Special-Purpose Registers in the Z80 CPU
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A previously designated portion of the external
RAM memory is used for the stack.

The stack is organized on a last-in, first-out (LIFO)
basis.

By means of PUSH/POP instructions, data can be
pushed onto the stack from any specified CPU
register. Likewise, data can be popped from the
stack into any specified CPU register.

The stack provides unlimited nesting capability.
Capability for multiple-level interrupts is also
provided.

. Index registers (IX and IV). These are two com-
pletely independent index registers.

Their primary function is to provide a 16-bit base
address in the indexed addressing mode.

They are extensively used in table look-up opera-
tions when locations in the memory are to be
accessed.

For indexed addressing, a displacement byte is
included in the instruction. The displacement is a
signed twos complement integer and it is added to
the base address in the index register to obtain the
true or effective address.

. Memory refresh register (R). The Z80 is one of the
pPs which provides for the use of both static and
dynamic MOS RAM chips in its system.

Dynamic memory chips are relatively inexpensive
but can hold the information in them for only a very
short time.

Thus, at millisecond intervals, the contents of each
memory location are read out and rewritten in the
same memory location.

The preceding process is called dynamic memory
refreshing.

A counter is needed to track and update each
memory address as each location is refreshed.

In the Z80 CPU, the R register, which is a counier,
performs the address incrementing function.

The memory refreshing operation is completely
transparent to the programmer or the user.
Although the R register is not used for operations
other than refreshing, it is programmable, i.e., the
programmer can externally load the register for
testing purposes.

. Interrupt Page Address Register (I). In response to
an interrupt, the Z80 provides the capability to
branch to a service subroutine by means of an
indirect addressing mode as an optional addressing
mode.

Indirect addressing requires that the memory page
address be provided as well as the local address in
that particular page.

That 1 register is used for storing the high-order
byte (i.e., the page address) of the 16-bit starting
address of the subroutine.

The local address (i.e., the low-order byte) is
provided by the interrupting device itself.

The I register is also called the interrupt vector
register.

1-4.2 The Arithmetic Logic Unit (ALU)

1. The ALU normally performs arithmetic and logic
operations on 8-bit operands. Additionally, the ALU
can also perform additions and subtractions on 16-bit
operands located in the 16-bit registers.

2. The ALU communicates with the other internal
registers of the CPU by means of the 8-bit internal data
bus.

3. The ALU performs the following arithmetic functions:
a. Add.

b. Subtract.
¢. Increment.
d. Decrement.

4. The ALU performs the following logical functions:

AND.

OR.

Exclusive-or.

Compare.

Right rotate.

Left rotate.

Right shift logical.

h. Left shift logical.
i. Right shift Arithmetic.
J. Left shift Arithmetic.

5. The ALU performs the following additional functions:

a. Test or sample bit.
b. Set bit (to a binary one).
c. Reset bit (to a binary zero).

me Aae oo

&

1-4.3 Instruction Register, Decode,
and Contrel

1. Figure 1-3 shows a generalized block diagram of the
Z80 CPU.

2. When the instruction is fetched from the program
memory, it is loaded into the 16-bit iustruction
register.

3. The instruction is then decoded and various control
signals are sent to the CPU and external devices of the
system as commanded by the particular instruction.
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R:gj's[furs A P, s | z X H|l x |pv]| N ¢
Rugl’!m <I—_~—-[> ?:S::;T 16 Bits 7 6 5 4 3 2 ! 0
——————— @ Figure 1-4 Program Status Word Format
sP
Registers . . . . .
) Instruction a logical operation. If all the bits in the associated
q:D et accumulator are 0, the Z flag is set to the 1 side;
~ - otherwise, it is reset to the 0 side.
& 3. Half carry bit (H). Binary-coded decimal (BCD)
ALU € arithmetic can be used in the Z80. Because of the
”EQ‘;}‘;"C Q:D‘g nature of BCD additions and subtractions, a BCD
Unit = = carry or borrow could result from arithmetic opera-
Eae g 3 tions on the least significant 4 bits of the operands.
£ Instruction = A . - p
2 | Decoder s Lonseguemly a decimal arithmetic adjust (DAA)
- T Conirol Sienss operation must be performed to produce a correct
Dats Bus BCD answer. The H flag is set when such a DAA
Control Q:D f':'ﬂ’:l‘dm' operation is required. Note that the H flag is also
Timing referred to as the auxiliary carry flag and is indicated
gg:::o*]“]‘ﬁm by the symbol Ac. The H ﬁag is never tested by
binii s " conditional JUMP or BRANCH instructions.
(8 Bits) 4, Parityloverflow bit (P/V). This bit is used for two
separate functions in the Z80 CPU. When used as a
parity bit, it is set if the result of a logical operation

A7

Figure 1-3 Generalized Block Diagram of the Z80 CPU

1-4.4 Program Status Word (F and F')

From Fig. 1-1 we see that each accumulator, A and A',
has an associated status flag register, F and F’. The
function of each of these two registers is to flag out and
indicate the current status of certain conditions in its
associated accumulator resulting from either an arithmetic
or logical operation. Although both registers, F and F’',
are 8 bits long, only six of these bits are used in the Z80.
The format of these two registers is shown in Fig. 1-4. The
two unused bit positions are shown as X. Also remember
that these two registers are made up of flip-flops which
can be set to the 1 side or reset to the 0 side. A brief
explanation of each status flag follows:

1. Sign bit (S). The sign bit flag is used in conjunction with
arithmetic operations that use signed numbers (a 1 for
negative numbers and a O for positive numbers). The
most-significant-bit (MSB) of the number is the sign bit.
This means that the S flag bit indicates the status of the
least significant 7 bits in the accumulator associated with
the status flag register. The S flagis set if the MSB of the
accumulator is a 1 and reset if it is a 0.

2. Zero bit (Z). The zero flag checks all the bits in the
accurmnulator which results from either an arithmetic or

(such as AND, OR, XOR) results in an even number
of ones in the accumulator. Also, during one specific
input operation, i.e., IN r, (C), the parity of the
incoming data byte is indicated by this flag. Other
normal input operations do not affect this flag. As an
overflow bit, this flag is used when signed twos
complement arithmetic is performed. Since the MSB
of the accumulator is the sign bit, this flag is set when
the resulting quantity in the accumulator exceeds the
maximum possible number +127 or is less than the
minimum number —128.

5. Subtract bit (N). The DAA operations, required in
BCD arithmetic, are performed by two different
algorithms, one for the addition and the other for the
subtraction process. The N flag indicates which instruc-
tion was executed that required the DAA operation,
addition or subtraction, so that the appropriate algo-
rithm may be selected and executed. The flag is set to
the 1 side if a subtraction is involved.

6. Carry Bit (C). If a carry is generated from the MSB of
the accumulator, the C flag is set. This flag is set if a
carry is generated as a result of an addition process and
also if a borrow is generated because of a subtraction
process. Also, in shift and rotate operations involving
the accumulator, this flip-flop can be included as a link
flip-flop under program control.

7. X Bits. Bits in positions 3 and 5 of the status word,
which are indicated by X in Fig. 1-4, are ignored. They
are not used in any operations.
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1-5 ADDRESSING MODES

The Z80 system offers a wide variety of addressing modes,
most of which have been covered in considerable detail in
Chapter 5 of the textbook. Consequently, only a brief
explanation of each, as used in the Z80 CPU, is given here.

1-5.1 Implied Addressing

This is a very simple mode of addressing where the OP
code within the instruction itself implies one or more of
the CPU registers as either the source or the destination of
the operand(s). A typical example of this addressing mode
is that of arithmetic operations in which the destination of
the result is always automatically implied as one of the two
accumulators.

1-5.2 Register Addressing

The Z80 CPU architecture provides the capability to
address specific registers in the CPU which can be used for
certain operations. The register(s) concerned is (are)
identified by certain bits of information in the OP codes
themselves. An example of this mode of addressing is an
instruction which would load (i.e., transfer) the contents
of register D into register E.

1-5.3 Register Indirect Addressing

In this addressing mode, a 16-bit pointer, which is the
ultimate address of the memory location to be accessed, is
stored in one of the register pairs in the CPU, usually the
HL pair. The specific register pair of the CPU is addressed
by certain bits in the OP code of the instruction which
could be either one or two bytes. This addressing mode is
very powerful. Very often this mode is used to access
16-bit operands in the memory which are generally stored
as 2 byies in two successive memory locations. In such a
situation the CPU register pair (such as the HL pair)
points to the location of the low-order byte of the desired
operand. The high-order byte is then accessed simply by
incrementing the contents of the register pair, which
would be the HL pair in this case.

1-5.4 Bit Addressing

Several instructions in the Z80 enable the programmer to
set, reset, and test or sample any bits of words located in
any of the CPU registers or any locations in the memory.
These bit operations are performed by specifying the
location of the word by means of one of the three
addressing modes, namely, register addressing (Sec.
1-5.2), register indirect addressing (Sec. 1-5.3), and
indexed addressing, which is covered in Sec. 1-5.8. The
particular bit to be manipulated in the specified word is
identified by a 3-bit field in the OP code of instruction.

1-5.5 Immediate Addressing

In this addressing mode, the operand is not located in any
CPU register or memory location. Instead, it is contained
directly within the instruction itself. The instruction could
be either a 2-byte or a 3-byte instruction with either a
single-byte or a 2-byte OP code. The 8-bit operand is
contained in the following byte.

1-5.6 Immediate Extended Addressing

This mode is similar to the immediate addressing mode
described in Sec. 1-5.5. The only difference is that the OP
code (either 1 or 2 bytes) is followed by a 2-byte operand.
The first byte of the operand is the low-order byte and the
second byte is the high-order byte. Thus, the instruction
could be either 3 or 4 bytes long.

1-5.7 Extended Addressing (Direct
Bddressing Mode)

This addressing mode involves the standard direct ad-
dressing mode. The OP code can be either 1 or 2 bytes
long. The address field always contains two bytes. In this
addressing mode, the two address bytes of the instruction
contain the true or effective memory address where the
operand is located or is to be stored. By means of the
extended addressing mode, all locations in the memory
can be addressed directly.

1-5.8 Indexed Addressing

This is standard indexed addressing mode whose opera-
tion is explained in detail in Sec. 5-7 of the textbook. The
OP code of the instruction consists of 2 bytes. The address
field is a single byte and it contains the displacement
which, when added to the contents of the previously
loaded index register, gives the true or effective address of
the memory location to be accessed. In some cases the
instruction could have a fourth byte if an immediate
operand is involved in the operation specified by the
instruction.

1-5.9 Relative Addressing

A 2-byte instruction is used for the program counter (PC)
relative addressing mode. The first byte contains the OP
code and the second byte an B-bit signed 2s compiement
displacement. This displacement is added to the address of
the next instruction’s OP code, which is located in the
program counter. Since the instruction using the relative
addressing mode itself is 2 bytes long, the displacement is
added to the contents of the PC incremented twice. Recall
from previous discussion of the relative addressing mode in
the textbook (Sec. 5-3) that this method normally allows



access to an address range from +127 to —128 relative to
the address of the instruction contained in the program
counter. However, in the Z80 CPU, this is not the case.
Because the signed displacement is added to PC + 2, the
accessible memory address ranges from +129 to —126.

1-5.10 Meodified Page 0 Addressing

A modified version of the base page or page 0 addressing
mode, described in Sec. 5-4.2 and Sec. 5-4.3 of the
hardcover textbook, is available in the Z80. This mode is
initiated by a single-byte CALL instruction (often re-
ferred to as a restart instruction) which enables access to
eight locations in page 0 of the memory. These eight
locations contain 16-bit pointers which are addresses in
the memory. This addressing mode is used to BRANCH
to frequently used subroutines having 16-bit starting
addresses by means of a single-byte instruction. It
operates as follows:

1. The instruction contains a 3-bit code which specifies
the address of one of the eight reserved locations in
page O of the memory.

2. The eight locations in page 0 are previously loaded
with the 16-bit starting addresses of the frequently used
subroutines.

3. The incremented contents of the program counter are
pushed onto the stack.

4. The 16-bit address in the accessed location of page 0 is
then loaded into the program counter (at the program-
mer’s option).

The previously-mentioned application of these reserved
locations is frequently used but is not the only option
available to the programmer. These locations can also be
used for other purposes. For instance, they may contain
the actual subroutine if it is a short one. Note that this

Table 1-1 ADDRESS AND DATA BUSES GROUPS
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mode of addressing is really a combination of the page 0
relative and the extended indirect addressing modes.

1.6 PACKAGE PIN ASSIGNMENTS AND
FUNCTIONS

The Z80 CPU chip is available in a standard 40-pin,
dual-in-line-package (DIP). The package pins and their
respective functions, together with their symbolic designa-
tions, are presented in convenient tabular form in Tables
1-1 through 1-6. Functionally, the pins can be divided into
five groups as shown in Fig. 1-5. Note that some lines are
shown as unidirectional and others as bidirectional. In the
latter group some of the lines may indicate signal flow in
one direction and others in the other direction. The tables
clarify this with the following arrow symbols:

CPU -» Indicates signals flowing from the CPU.

CPU < Indicates signals flowing into the CPU.

CPU <« Indicates bidirectional signal flow on the same
line.

System Control

[ Six Lines Address Bus
16 Bits D
CPU Control
[ Five Lines D
Z80
cru

CPU Bus Control
L Two Lines D

Data Bus

Power Supply and Clock _8 Bits

[ Three Lines D

Figure 1-5 Diagram of CPU Package Pin Groups

Pin Signal Flow

Designations Directions Functions

AO-A15 CPU — 16-bit, tristate, address bus, is active
high. Provides direct addressing capabil-
ity for 64K byte memory and [/O de-
vices for data transfers. Up to 256 input
and 256 output ports may be selected by
the lower 8 bits. A0 is LSB and Al5 is
MSB.

DO0-D7 CPU «— 8-bit, tristate, data I/O bus is active

high. It is used for data transfers be-
tween the CPU and the memory as well
as between the CPU and the I/O

devices.




[4::]

Table 1-2 SYSTEM CONTROL GROUP

Pin Signal Flow
Designations Directions Functions

M1 CPU —> Output signal indicating that the current
machine cycle involves OP code fetch
subcycle. If the OP code contains 2
bytes, this signal is generated as each
byte is fetched. When this signal is ac-
tive with IORQ signal, it indicates an
interrupt acknowledge cycle. It is active
low.

MREQ CPU —- > Tristate, memory output request signal

indicating that the bits on the address
bus are valid memory address. It is ac-
tive low.

TORQ CPU— Tristate, I/0 request signal indicates
that the low byte of the address bus has
a valid I/O address for I/O data trans-
fers. When interrupt is acknowledged,
this signal is simultaneously generated,
with M1 indicating that an interrupt
vector can be placed on the data bus. It
is active low.

RD CPU —> Tristate signal indicating that the CPU
is ready to read data output by either
the memory or the I/O device. On re-
ceiving this signal, the memory or the
I/O device gates the data onto the data
bus. It is active low.

WR CPU— Tristate signal to the memory or I/O de-

vice indicating that the CPU has placed
valid data on the data bus for accep-
tance by the memory or the I/O device.

RFSH CPU — Indicates that lower 7 bits of the ad-
dress bus contain a refresh address for
dynamic memories. Thus, the current
MREQ signal executes a refresh read
for all such memory chips.




Table 1-3 CPU CONTROL GROUP

Pin
Designations

Signal Flow
Directions

Functions

HALT CPU —

Indicates that the CPU has executed a
HALT instruction. CPU then resumes
execution only on receipt of an inter-
rupt (either maskable or nonmaskable).
During HALT, CPU executes NOOP
instructions so that information in dy-
namic memories can be maintained by
refreshing.

WAIT CPU «—

An active low signal from either the

memory or the I/O device indicating

that it is not ready for a data read or
write operation. The CPU idles until
the memory or I/O indicates that it is
ready for a transfer.

INT CPU «—

Interrupt request signal, generated by
the I/O devices. CPU completes current
instruction and honors this signal only if
the software-controlled interfupt F/F is
enabled (IFF) and the BUSRQ signal is
inactive. CPU sends out an ac-
knowledge signal IORQ at the begin-
ning of the next instruction cycle.

Z

CPU «—

This is a negative-going, edge-triggered,
nonmaskable interrupt request which
has a higher priority than INT and can
override the IFF, which is software con-
trolled. The contents of the program
counter are saved in the stack for return
to the original point in the interrupted
program.

RESET CPU «—

This signal forces the program counter
to reset to 0. It initializes the CPU and
disables the interrupt enable F/F. Also,
all control output signals are deactivated
and the address and data busses go into
the high-impedance states.




Table 1-4 CPU BUS CONTROL GROUP

Functions

This signal puts the tristate address and
data buses, as well as the tristate output
control signal lines, into the high-impe-
dance state. The external devices then
control these buses and lines. The CPU,
of course, completes its current machine
cycle and then complies with this
request.

Pin Signal Flow

Designations Directions

BUSRQ CPU <
USAK CPU —

The CPU sends this acknowledge signal
to the requesting external device that
the address and data buses as well as
the tristate output control lines are in
the high-impedance state and are under
control of the external device.

Table 1-6 shows the actual pin numbers assigned to each
of the functional designation covered in Tables 1-1

through 1-6.

Table 1-5 POWER SUPPLY AND CLOCK GROUP

Pin Signal Flow

Designations Directions Functions

[} CPU «— This is the single-phase, TTL-level clock
input. A 330-ohm pull-up resistor to 5
volts is required.

5V CPU «— This is the single power supply of 5 volt
+5 % that is needed for the Z-80

GND CPU «— This is the power supply ground.

s
[+
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PIN PIN PIN PIN
DESIGNATIONS | NUMBERS DESIGNATIONS | NUMBERS
Address Bus System Control
A0 30 Mi 27
Al 31 MREQ 19
ﬁ gi TORQ 20
Ad 34 .5]3 &l
AS 35 WR 22
A6 36 RFSH 28
AT 37
A8 38 CPU Control
e | 2 |
All 1 V\ﬂT 24
A12 2 AN 16
Al3 3 NMI 17
Al4 4 RESET 26
Al5 5
CPU Bus Control
Data Bus BUSRO 25
DO 14 BUSAK 23
D1 1D
D2 12 FPower Supply
D3 8 and Clock
D4 7
D5 9 9 6
D6 10 +5V 11
D7 13 GND 29
1.7 REVIEW QUESTIONS ¢. — Block of data can be transferred.
1-1  The Z80 wP is similar to some of the currently df e Charidier String operanons are-avaiable.
available uPs on the market in many respects. 1-4  Fill in the bla_nkSA o
Circle the correct one(s). a. Index registers are primarily usec.i 170) S
a. The Z-8000 by Zilog ’ and ‘ operations. (array;
b. The 8086 by Intel direct addressing; table look-ups; JUMP;
c. The 8080A by Intel BRANCH) ‘ o
d. The 6800 by Motorola b. There is (are) __ index registers in
the Z80. (1; 2; 4; 8; 16)
1-2  The following statements apply to the Z80 nC c. The index register(s) is (are) bits
system. Indicate true or false. long. (4; 8; 12; 16)
a. — The Z80 CPU is a third-generation uP. 1-5 Name one technique that can be used for priority
b. — The Z80 uses a + 5% power supply. interrupts in the Z80 (at the user’s option).
¢. — An instruction execution time of 1.0 us is
d %?::2;8 ggg E;Szingecil?; éS-pin DIP 1-6 Ehe Z80 uses a duplicate set of GP reg.istcrs. This is
package. one to p?'c_)wde (circle all that apply): ‘
a. Capability to handle both 8- and 16-bit oper-
1-3  The following statements relate to the instructions ands.

available for the Z80. Indicate true or false.
a. ___ Byte manipulation is possible.
b. ___ Bit manipulation capability is not available.

b. Faster memory data transfers.
Faster interrupt processing capability.
d. Faster I/O data transfers.

o
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1-8

1-10

1-11

1-14
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Indicate true or false for the Z-80.

a. __ Operates in a temperature range of —55° to
+55°C.

b. ___ BCD arithmetic operations are available.

¢. —_ Both static and dynamic memory chips can
be used.

d. ___ A total of eight GP registers are available.

The alternate register set in the Z80 includes
registers, each bits long. (4; 6;

8; 12; 16; 32).

—_.__ How many bits are used in the status flag
register of the main register set? (2; 4; 6; 8;
16)

The following questions relate to the GP registers in
the Z80. Answer them yes or no.

a. ___ Is it possible to use register A’ and F' as a
16-bit unit?

b. ___ Is it possible to pair register D and D" as a
16-bit unit?

¢. — Is it possible to use register C as a status

register for register B?

Assume that the main register set is used during a

certain program and an interrupt signal comes in.

Indicate true or false for the following statements

for the time during which a fast interrupt subroutine

is serviced.

a. ___ The contents of all the alternate set regis-
ters are automatically transferred into the
registers of the main set.

b. —_ The alternate set’s registers are used by the
interrupt service subroutine.
¢. —_ The interrupt service routine uses the

registers from both the main and the
alternate sets.

d. —_ Status saving may be done in the alternate
set.
The Z80 CPU has SP registers. (4; 6; 8; 10;

12; 16)

In the Z80 CPU the program counter is incre-

mented (circle the correct statement)

a. Before the contents of the PC are on the address
bus

b. After the contents of the PC are on the address
bus.

Indicate true or false for the Z80 CPU SP registers.

a. —_ A LIFO cascade stack is used.

b. —_ The stack provides unlimited nesting cap-
ability.

¢. ___ Multiple-level interrupts are possible.

d. ___ Registers IX and 1Y are completely inde-

pendent of each other.

1-15

1-16

1-17

1-19

1-20

Which of the following SP registers is used for
keeping track of the addresses during the refreshing
of dynamic RAM chips? (Circle the correct one.)
a. Stack pointer

b. Program counter

Register I

Register R

Register IX

Register IY

R

The following statements apply to interrupt pro-
cessing and register I. Indicate true or false.

a. __ Register I is used for directly branching to
the interrupt service subroutine.

b. __ Register I stores the enfire 16-bit starting
address of the interrupt service subroutine.

¢. __ The local address of the interrupt service
subroutine is provided by the interrupting
device itself.

d. __ The page address of the interrupt service

subroutine’s starting address is stored in
the 1 register.

Circle the statement(s) which apply to the Z (zero)

flag bit in the F and F’ registers.

a. The Z flag checks all the GP registers for 0s.

b. The Z flag checks all the bits of its correspond-
ing accumulator.

¢. If all the bits of the accumulator are 0, the Z F/F
is set to the 1 side.

When is the sign bit flag (S) in the status register

set? Circle the correct answer(s).

a. When the MSB of the accumulator indicates a
positive number.

b. When any of the GP register of that particular
set is a negative quantity.

¢. When the MSB of the corresponding accumula-
toris a 1.

d. When the LSB of the corresponding accumula-
torisa 1.

The statements below apply to the carry bit (C) in
the F and F' registers. Indicate true or false.

a. — C is set if there is no carry from an
arithmetic operation.

b. . Cis set if a borrow results from a subtrac-
tion operation.

e. __ Cis set if a carry is generated from the

MSB position of the accumulator.

Fill in the blanks. The half carry bit (H) is - to
indicate the necessary correction for the carry/bor-
row resulting in the least significant 4 bits from an




1-21

1-22

1-23

1-24

1-25

1-26

arithmetic operation. (BCD; set;
reset; hex; binary; octal)

The following statements apply to the DA A opera-
tions and the Subtract Bit flag (N). Indicate true or
false.

a. ___ In DAA operations the same algorithm is
used for addition and subtraction pro-
cesses.

b. —_ The N flag is set if the prior instruction

executed is a subtraction instruction.

The following statements apply to the P/V flag bits.
Indicate true or false.

a. — The P flag is set if the result in the
accumulator contains an even number of 1
bits.

b. — The overflow flag, V, is used when a logical

function is performed and the result is
stored in the accumulator.

c. . The V flag is set when the resulting
quantity in the accumulator exceeds +127.

d. ___ The V flag is set when the resulting
quantity in the accumulator is less than
—128.

The questions below apply to the Z80 addressing

modes. Answer them.

a. — Is it always necessary to add
second byte after the OP code if
register B is to be accessed?

b. ___ Refer to (a) above. Which ad-
dressing mode will be used in this
situation?

c. — Which addressing mode contains

bits in the OP code to identify the
accumulator as the destination?

Which addressing mode in the Z80 CPU will allow a
2-byte operand in the memory to be accessed by
means of a single-byte address in the instruction.

Refer to 1-24. Where is the pointer for the 2-byte
memory operand stored?

Refer to 1-24 and 1-25. Do we need a second
instruction to access the second byte in the mem-
ory? If not, why not?

1-27

1-28

1-29

1-30

The Z80 CPU Architecture 13

We want to reset a certain bit in a memory location.
Indicate true or false for the situation.

a. . The bit is identified by a separate byte in
the OP code.

b. —_ The bit is identified by a 3-bit field in the
OP code.

c. — Register indirect addressing cannot be
used.

d. __ Indexed addressing can be used.

e. . The bit in the memory location can also be
set.

The following statements relate to immediate and
immediate extended addressing modes. Indicate
true or false.

a. _ The operand is not located in a CPU
register.

b. ____ The operand is located in the memory.

¢. _ The operand is located within the instruc-
tion itself.

d. —__ The instruction is either 3 or 4 bytes long

when the immediate extended addressing
mode is used.

The following statements relate to the extended
direct/indirect addressing modes. Fill in the blanks.
a. The OP code can be either or

bytes long. (1; 2; 3)

b. The address field always contains byte(s)
(172;3)
c. In direct addressing, the byte(s)

contains(s) the true or effective address of the
memory location. (1; 2; 3)

d. In direct addressing, the . order byte
follows the OP code. (high-; low-)

e. In indirect addressing, the address field contains
the bit pointer. (8-; 16-)

The following statements relate to the relative
addressing mode in the Z80 CPU. Indicate true or
false.

a. —_ A single-byte instruction is used for this
mode.

b. ___ The second byte of the instruction contains
a signed 2s complement displacement.

¢. — The displacement is added to the address

of the next instruction’s OP code in the
program counter.

d. —__ The displacement is added to the contents
of the PC which is incremented once.
e. . The accessible memory addresses range

from +129 to =126 relative to the address
of the instruction.
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1-31

Introduction to the Z80 Microcomputer

When the indexed addressed mode is used, the OP
code of the instruction contains byte(s) and
the address field contains byte(s). (1; 2; 3)

1-32 Indicate true or false for the modified page zero

addressing mode.

a. . Pointers from memory addresses are stored
in the first eight locations of page 0.

b. ___ The pointers are 16 bits long.

c. — 16-bit starting addresses of subroutines can
be reached by means of a single byte.

d. —__ The page 0 locations are identified by a
4-bit code in the OP code field.

e. ——— It is a combination of the page 0 relative
and the extended indirect addressing
modes.
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THE 780 INSTRUCTION SET
(PART ONE)

CHAPTER OBJECTIVES

The following are the objectives for this chapter:

1. To describe briefly the eight fundamental categories of instructions in the instruction set.

2. To present the generalized instruction formats of the single-, 2-, 3-, and 4-byte instructions.

3. To describe the mnemonic structure of the instructions, including the fixed and the variable parts, and
the situation with implied operands.

To present and explain the symbolic expressions of operations and functions.

To present and explain the status register symbols.

To present, in convenient tabular form, the mnemonics, symbolic operations, status flags, OP codes,
number of bytes, and operation descriptions of the following groups of instructions:

-

o o

a. 8-bit and 16-bit LOAD instructions.

b. 16-bit STACK PUSH/POP instructions.

¢. EXCHANGE instructions.

d. BLOCK TRANSFER and SEARCH instructions.

e. 8-bit arithmetic and logic instructions.

f. 16-bit arithmetic instructions.
TEXTBOOK REFERENCES 7. For symbolic expressions and
For reviewing material in the textbook, relevant to the Mnemomes ieu HCERRAESES:
topics covered in this chapter, the following chapter +
and/or pertinent sections are suggested:
1. For a general review of 2-:1 INTRODUCTION

mstructions‘ ) ] ) Chapter 4 The Intel 8C80A wP has a set of 78 instructions. Because
2. For categorization of instructions Sec. 4-2.1 the Z80 is an enhancement of the 8080A. the Z80
3. For data transfer instructions Sec. 4-2.2.1 instruction set includes all the instructions of the 8080A.
4. For stack operations and An additional 79 instructions make up a total of 157

instructions Sec. 3-5.2.2 instructions. For an 8-bit wP, the Z80 has a very powerful
5. For arithmetic instructions Sec. 4-2.2.2 instruction set. The instructions are divided into eight
6. For logic instructions Sec. 4-2.2.3 convenient categories which are briefly described here.
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2.2 CATEGORIES OF INSTRUCTIONS
2-2.1 The Load and Exchange Group

This group of instructions primarily involves transfers of
8-bit and 16-bit words between either the internal registers
of the CPU or the CPU registers and the external
memory. The instruction specifies both the source of the
word and the destination involved in each transfer. Note
that such transfers do not destroy the contents of the
source location. The exchange instructions swap the
contents of the two specified locations. This group also
includes load immediate instructions which load the
operand, contained in the instructions themselves, into
one of the specified CPU registers or the specified
location in the external memory.

2.2.2 The Block Transier and Search
Group

This group of instructions makes it possible to transfer a
block of data (containing any number of words) from one
location in memory to another location in memory by
means of just one instruction. The block search group of
instructions enables the user to search an entire block of
data (of any length) in memory for an 8-bit word or
character with just one instruction. When the desired
word is found or when the end of the block is reached, the
instruction and the search are automatically terminated.

2.2.3 The Brithmetic and Legic Group

This group of instructions performs various logical and
arithmetic operations on operands. The words to be
operated on can be located either in external memory, the
accumulator or the GP registers of the CPU. In the Z80,
the result of any of these operations is always placed in the
accumulator. Depending on the result of the operation,
the appropriate flag is then set in the appropriate Status
Register, F or F'. Also included in this group are
instructions capable of performing 16-bit additions and
subtractions on operands located in 16-bit registers.

2.2.4 The Rotate and Shift Group

This group of instructions make it possible to perform
right and left shifts as well as right and left rotates on any
operands located anywhere in the external memory or in
the CPU registers. Right and left rotations can be made
either with or without including the carry flip-flop. Both
logical and arithmetic shifts can be performed. In logical
shifts all bits in the register are given the same treatment.
In arithmetic shifts, the sign bit in the most-significant-bit
position is preserved and not altered during the shifting
operation.

2-2.5 The Bit Manipulation Group
(Set, Reset, and Test)

This group of instructions makes it possible to set, reset,
or test any bit in any external memory location, the
accumulator, or any CPU register with a single instruc-
tion. These instructions are particularly useful in control
applications.

2-2.6 The JUMP, CALL, and RETURN
Group

This group contains instructions for performing JUMPS,
CALLS (i.e., BRANCHES), and RETURNS (from
BRANCHES). Basically, these instructions are used for
transferring control of the CPU from one part of the pro-
gram to another (JUMPS) or between the main program
and subroutines (BRANCHES and RETURNS).

2-2.7 The Input/Output Group

This group of instructions allows the user to perform a
variety of different data transfers between the I/O devices
and the CPU registers or between the /O devices and
external memory. With just one instruction, it is possible
to transfer a single block of data (maximum 256 bytes)
directly between an I/O device and the memory. Some
instructions in this group will affect some of the flags in
the status register (depending on the conditions involved),
so that additional operations are not required to deter-
mine the status of the transferred data.

2-2.8 The Basic CPU Instructions
Group

This group contains instructions which are used to define
and control various modes and options available in the
CPU. These include setting the mode interrupt response,
setting or resetting the interrupt flip-flop, decimal arith-
metic adjust (DAA), setting the carry flip-flop, the NOP
instruction, and other similar operations.

2-3 INSTRUCTION FORMAT AND
SYMBOLS

2.3.1 The Generalized Instruction
Formezt

A Z80 instruction could be made up of 1, 2, 3, or 4 bytes.
The OP code portion of the instruction may consist of
either 1 or 2 bytes’. Depending on the instruction
involved, the OP code is followed by either a 1- or 2-byte
address. If the instruction happens to be an immediate



type of instruction, then the OP code is followed by a 1- or
2-byte operand. All the bytes of any multibyte instruction
are stored in consecutive memory locations. Figure 2-1
shows some possible combinations of multibyte instruc-
tions where the starting address of the OP code is
identified as A.

2-3.2 The OP Code

As shown in Fig. 2-1, the OP code of the Z80 instruction
can be either 1 or 2 bytes. Using the implied addressing
mode, data words can be transferred between the internal
registers of the CPU. This means that the instruction itself
must contain the codes, identifying addresses, for both the
source and the destination registers.

In the OP code byte, the destination register is
designated as r, and the source register as r,. The 3-bit
identifying codes or addresses, assigned to the 7 CP
registers are shown below in Table 2-1. The relative
placement of these codes in the OP code determines
which register is the source and which is the destination.
The instruction shown in Fig. 2-2 explains this.

Suppose we wish to transfer the contents of register D

The Z80 Instruction Set (Part One) 17

Table 2-1 ADDRESS CODES OF THE
INTERNAL GP REGISTER

Register Code
A 111
B 000
C 001
D 010
E 011
H 100
L 101

of the main set into register E of the main set. The
single-byte instruction is then formatted as shown in Fig.
2-2., The 01~ combination in bit positions 7 and 6,
respectively, is the register-to-register transfer OP code.
Bit combination 010 in bit positions 2, 1, and 0,
respectively, identify the source register, as determined by
the Table 2-1, and 011 combination in bit positions 5, 4,
and 3, respectively, identify the destination register in the
main set.

A OP Cade A ’ OP Code |
4. Single-byte Instruction
A+l | Address or Operand |
b. 2<byte Instruction
A [ OP Code \ A 1 OF Code
A+l ‘ Address (Low byte) | A+ { Operand (Low byte)
At2 Address (High byte) A+ Operand (High byte)
¢ 3=byte Instruction d 3—byte Instruction
A OP Code (Low byte) ] A OP Code (Low byte) I
A+ OP Code (High byte) J A+ l OP Code (High byte) ’
A+2 Address (Low byte) A+2 Operand
A+3 Address (High byte) ] A+1 ‘ Operand l
e 4-byte Instruction f. d=byte Instruction
Figure 2-1 Generalized Z80 Instruction Formats

Destination Source
or Register Register
o — [
Code -
1] 1 0 I 1 0 | 0
7 ] 5 4 3 2 1 0

Figure 2-2 Instruction Format for Internal CPU Register
Transfer

2-3.3 The Mnemonic Structure

1. The assembly language instructions for the Z80 are
given in convenient mnemonic forms for simple under-
standing and use. Basically, the instruction mnemonics
are structured in two parts as explained here:

a. The fixed part. This is shown in capitals or
upper-case letters. The fixed part generally defines
the function of the operation that the instruction
performs. The letters in this part are arranged such
that they convey the operation performed very
easily. For example, INC is used for increment,
DEC for decrement, SUB for subtraction, and so
on.

b. The variable part. The variable part can consist of
one or two operands or one or two addresses or
displacements. The mnemonics for the variable
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Table 2-2 INSTRUCTION SYMBOLS

Symbols Functions
r Denotes any register in the CPU GP main register set.
( ) Denotes that the contents of the register(s) are used as pointer to a memory location.
S Denotes that the contents from the source are transferred to a destination. The tail of the arrow indicates
the source and the head indicates the destination.
n Represents an 8-bit integer whose decimal value ranges from 0 to 255, which is commonly expressed as (0,
255)
nn Represents a 16-bit integer whose decimal value ranges from 0 to 65, 535 commonly shown as (0, 65535)
dd Represents any register pairs BC, DE, HL, SP.
qq Represents any régister pairs AF, BC, DE, HL.
(PAIR)y Represents the high-order byte of the register pair indicated in the parentheses, e.g., BCy.
b When used as subscript denotes the bit number (000-111) to be set, reset, or tested in the indicated register.
(PAIR)L Represents the low-order byte of the register pair indicated in the parentheses, e.g., DE;.
Note: H and L when used as subscripts mean high- and low-order bytes of any register pair. They should not
be confused with H and L registers in the CPU.
«— A two-headed arrow indicates that the contents of the two registers are exchanged.
+ Means simple arithmetic add.
== Means simple arithmetic subtract.
Al Means increment (i.e., add 1).
=] Means decrement (i.e., subtract 1).
= Means equal to.
# Means not equal to.
5 Any 8-bit location for all addressing modes allowed for that particular instruction.
ss Any 16-bit location for all addressing modes allowed for that particular instruction.
N Indicates logical AND operation.
AV Indicates logical OR operation.
e Indicates logical Exclusive-OR operation.
CY Indicates carry flip-flop.
CY Indicates complement carry flip-flop.
— Indicates a register shift or rotate operations. Arrow indicates the direction of shift or rotate.
R

+—D
T

Indicates register shift or rotate with carry flip-flop. Arrow indicates direction of shift or rotate.

L]
pait can be cxpressed by either the upper- or the tions, such as I/O devices or external memories. If
lower-case letters. Generally, upper-case letters are two operands or displacements are involved in the
used to indicate the internal CPU registers and variable part, then they are separated by a comma.

lower-case letters are used to identify other loca- ¢. Implied operand. If the instructions are such that



they contain implied operands, then the mnemonics
for such instructions do not have variable parts.

2. If the operand is enclosed by parentheses, it means
that the contents of that location (usually a GP
register) are used as a pointer to a memory location
where the desired operand is stored or is to be stored.

3. The mnemonics are structured such that the fixed part
of the instruction is followed by the destination (if a
transfer is involved) which is followed by a comma.
The source of the operand is the last item in the
mnemonic structure.

4. Following the guidelines in paragraph 3, the assembly
language instruction for the example mentioned in Sec.
2-3.2 would be written as follows:

LD Iy, Iz

where LD is the mnemonic for the load operation, 1,
represents the destination register (register E in this
case), and r; represents the source (register D in this
case). Of course when these mnemonics are translated
into machine language by the assembler, they will
appear as shown in Fig. 2-2.

5. Suppose we want to store the contents of accumulator
A in a memory location whose address pointer is

Table 2-3 STATUS FLAG SYMBOLS
Effect on Flags

Symbols

= Flag unchanged by the operation.

*

Flag affected according to the result of the
operation.

Flag is set by the operation.

Flag is reset by the operation.

Flag is in a “don’t care” status.

-1 B =T

Flag is set according to parity of the result
of the operation.

&

Flag is set according to the overflow result-
ing from the operation.

/ The content of the interrupt enable flip-
flop (IFF) is copied into the P/V flag.

$ P/V flag is 0 if the result of BC — 1 = 0.
Otherwise, P/V = 1.

¢ Z flag is 1 if A = (HL). Otherwise, Z = 0.

? Flag is unknown.

@ If B - 1=0,Z flag is set. Otherwise it is
reset.
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located in register pair BC. The assembly language
instruction for this operation would be as follows:

LD (BC), A

2-3.4 Symbolic Expressions of
Operations and Functions

All the instructions in the Z80 set can be symbolically
expressed. Before we describe and explain the actual
instruction set, the symbols used are presented in Table
2-2.

2-3.5 The Status Register Symbols

Many instructions, when executed, give results whose
status is stored in the appropriate flag or flip-flop in the
status register F or F'. In our descriptions of the various
instructions we include an indication of which status flags
are affected, if any, and how they are affected. The
symbols used to indicate the effect on each of the six status
flags are given in Table 2-3.

Table 2-4 THE r, r' CODES

Register rorr' Binary Codes
A 111
B 000
C 001
D 010
E 011
H 100
L 101

Table 2-5 THE qq CODES

Register Pair qq Binary Codes

BC 00
DE 01
HL 10
AF 1l

Table 2-6 THE dd CODES
dd Binary Codes

Register Pair

BC 00
DE 01
HL 10

SP 1 41|
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Table 2-7 THE ss CODES Table 2-10 BIT IDENTIFICATION CODES
Register Pair ss Binary Codes Bit No. b Binary Codes
BC 00 0 000
DE 01 1 001
HL 10 2 010
SP 11 3 011
4 100
5 101
Table 2-8 THE pp CODES 6 110
11
Register Pair pp Binary Codes ? :
BC 00
DE 01 2-3.6 The Register Pair Codes
IX 10
SP 11 In the Z80 instructions which are given in tabular form in

the rest of this chapter (as well as in Chapters 3 and 4), the
registers in the CPU that are involved in the particular
Table 2-9 THE rr CODES instructions are identified in the OP codes by lower-case
letters(s). The binary codes that identify the register or

Beeeuriay Iz Bingny Codes the register pairs are given in the following tables.
BC 00 Additionally, in the bit set, rest, and test group of
DE 01 instructions, the b code identifies the bit number that is
g i(l] involved. Table 2-10 gives the binary codes for the bits

involved in the execution of these instructions.

2-4 THE INSTRUCTION SET
See Tables 2-11 through 2-17.
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34 Introduction to the Z80 Microcomputer

2-5 CONSTRUCTING COMPLEX
INSTRUCTION CODES

The following examples are intended to demonstrate how
specific mnemonics and tables are used to construct the
OP Codes for instructions 61-81, previously shown in
Tables 2-16 and 2-17.

Example 2-1

The contents of register D are to be added to the
contents of register A and the result stored in register
A. Show how you would construct the mnemonics and
the OP code for this operation.

Solution

From Table 2-16 we find that we can use instruction 56,
whose generalized mnemonics (or source code) is ADD
A, 1, and the OP code is

76 543 210
10 000 r

From Table 2-9 for the r r'codes, we find that the binary
code for register D is 010. We substitute this in the
general formula above and get

76 543 210
10 000 010

The complete source code, and the OP code (both in
binary and hex), are as follows:

Mnemonics OP Code OP Code
(Source Code) {Binary) (Hex)
ADD A, D 10 000 010 82 ]

Exampie 2-2

The contents of memory location, whose address is
contained in register pair HL, are to be added to the
contents of the accumulator with carry. Show how the
source and the OP code for this operation are
constructed.

Instruction 61 of Table 2-16 is used here. The general-
ized mnemonic code is ADC A, s. Here (HL) is
subsiituied for s, and the code is ADTC A, (HL).
Following the operation description of instruction 61,
we select instruction 58, since (HL) is involved.
However, we will substitute code 001 for bits 5, 4, and 3
of instruction 58.

Instruction 58 10 000 110
Instruction 61 10 001 110

Mnemonics OP Code OP Code
(Source Code) (Binary) (Hex)
ADC A, (HL) 10 001 110 8E B
Example 2-3

The contents of memory location, whose effective
address is specified by the sum of the contents of index
register Y and the displacement d, are to be subtracted
from the contents of register A with carry. Show how
the code(s) is (are) constructed for this operation if the
displacement d = 14 hex.

Solution

Instruction 63, SBC A, sis used in this case. However,
since index register Y and displacement are involved,
the OP codes for instruction 60 are used. Bits 5, 4, and 3
of byte 2 of this instruction are replaced by bits 011.
Therefore, the following codes are obtained for this
operation:

Mnemonics QP Code OP Code
(Source Code) (Binary) (Hex)
SBC A, (TY + d) 11111 101 FD
10011 110 9E
00 010 100 14 B
Example 2-4

The contents of register L are EXCLUSIVE-ORed with
the contents of register A and the result is loaded in
register A. Write the codes for this operation.

Solution

Instruction 66 is used for this operation. From Table
2-4, the code for register L is 101. However, instruction
66 gives us only the 5, 4, and 3 bits of the OP code. We
notice that the rest of the bits for the OP code can come
from instruction 56, which is 10 000 r. Using this we
construct the OP code as follows:

Mnemonics OP Code OP Code
(Source Code) (Binary) (Hex)
XOR L 10 101 101 AD ]
Example 2-5

The contents of the memory location, whose effective
address is given by the sum of IX + d, are decremented.
Construct the OP codes for this operation.



Solution

Instruction 72 is used here. We will substitute 101 in bits
2, 1, and 0 of byte 2 of instruction 70 to obtain the

following:

Mnemonics OP Code OFP Code
(Source Code) {Binary) {Hex)
DEC (IX + d) 11 011 101 DD

00 110 101 35
—d— 77 &8

2.6 REVIEW QUESTIONS

2-1 Indicate true or false for the Load and Exchange
instructions group.

a. __ Involves both 8-bit and 16-bit data trans-
fers.

b. —_ Involves data transfers between internal
registers of the CPU.

¢. — Does not involve data transfers between
the CPU and the external memory.

d. ___ The transfers destroy the data in the source
locations.

e. _ Instructions specify both the source and
destination.

2-2  The load instructions include
instructions which allow the operand contained in
the instruction to be transferred. (load immediate;
implied mode; indexed mode; relative mode)

2-3  The following statements relate to the block trans-
fer and search instructions group. Indicate true or
false.

a. __ Block of data can be transferred from one
memory location to another.

b. ___ Block transfers require as many instruc-
tions as there are bytes in the block.

c¢. — An entire block of data of any length can
be searched by just one instruction.

d. ____ When the desired word is found, the search
is automatically terminated.

e. ___ If the desired word is not found, the search
is continued in the next block.

2-4 Operands for arithmetic and logic operations are
located in (circle all that apply):

a. The accumulator in the CPU.
b. The GP registers of the CPU.
c. The external I/0 devices.
d. The external memory.
2-5 The results of the arithmetic/logic operations are

placed in the . (index registers; GP
registers; accumulator; instruction register)

2-6

2-7

2-8

2-9

2-10
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The arithmetic/logic instructions of the Z80 are
capable of performing (circle all that apply):

8-bit subtractions.

16-bit logical operations.

16-bit additions.

. 8-bit additions.

N

an o

Indicate true or false for the Bit Manipulation
group of instructions.

a. — Any bit in the accumulator can be set.

b. — Any bit in the CPU registers can be set or
reset.

¢. __ Bits in the external memory can be set and
reset.

d. ___ Bits in the external memory can be tested

but not set or reset.

The following statements apply to the I/O group of
instructions. Indicate true or false.

a. ___ Data can be transferred between the I/O
devices and the external memory.

b. ___ A single instruction can transfer a block of
data of a maximum of 512 bytes.

¢. . Parity errors in serial transmissions cannot
be detected.

d. __ Additional operations (i.e., instructions)

are needed to determine the status of the
incoming data.

From the following statements pick out those that

apply to the generalized instruction formats of the

Z80.

a. The instruction could consist of 1, 2, 3, or 4
bytes.

b. If the OP code contains 2 bytes, then the
following byte must always be an operand.

c. If the OP code contains 2 bytes, then the
following byte must be an address byte.

d. In a 2-byte operand, the first byte is the
high-order byte.

e. Ina2-byte address, the second byte is always the
high-order byte.

f. The second byte of a 2-byte instruction could be
either an operand or an address.

The contents of register E in the main set are to be
loaded into register C of the same register set.
Circle the correct OP code for this operation.

a. 00001011

01 011 001

11 000 101

01 001 011

10 011 001

10 001 011

me o T
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2-11

2-12

2-13

2-16

Introduction to the Z80 Microcomputer

Refer to question 2-10 above. The correct assembly
language mnemonic for this instruction is
IDE,C

IDC, E

LD Iz, I

LDy, 1y

=oAL TR

The following statements relate to the Z80 mne-
monic structure. Indicate true or false.

a. __ The fixed part of the mnemonic defines the
function to be performed.

b. ___ The fixed part is shown in capitals.

¢. — The variable part is generally shown in
lower-case letters.

d. ___ Two operands or displacements in the
variable part are separated by a comma.

e. ___ If the instruction contains an implied oper-

and, then the mnemonic does not have a
variable part.

The lower-case letter n represents bit
integer whose decimal value ranges from 0 to
. (8; 16; 255; 256; 65,535; 65,536)

Any CPU register pairs BC, DE, HL, SP are
represented by _______. (rr’; pp; nn; dd; qq)

The following statements relate to the mnemonic
LD r, (HL). Indicate true or false.

a. __ Contents of HL are transferred to any GP
register r.

b. . Contents of HL are a memory address.

c¢. — Contents of register r are transferred into
HL pair.

G. — Contents of memory addressed by HL are

transferred to CPU register r.

We wish to load an integer n into the memory
location whose address is obtained by adding a
displacement to the contents of the index register
IX. Pick out the proper symbolic representation for
this operation.

a. n<IX +d

b. IX+ den

2-17

2-18

2-19

2-20

2-21

2-22

c. (IX+d)«n
d.d+ X <n

The contents of the index register I'Y are pushed
into the Stack. The correct symbolic representation
for this operation is:
a. (SP — 1) « IYy
(SP—2)«I1Y,
b. (SP — 1) « IY,
(SP = 2) «IYy
c. SP «——1Y
d. IY «—— 8P

We want to exchange the contents of HL, with the
contents of HL'. The correct mnemonic for this
instruction is

a. LD HL, HL'

b. LD HL', HL

c. EXX

d. EX HL', HL.

e. EX HL, HL'

We want to transfer the contents of HL to DE and
then decrement both DE and HL. What are the
applicable mnemonics for this operation?

a. LDD

b. LDH

¢. LDHD

d. LDDH

Write down the symbolic representation for the
compare mnemonic CPD.

We want to add (IX + d) to the accumulator and
store the result in the accumulator. The correct
mnemonic for this is:

a. LD A, (IX + d)

b. ADD A, (IX + d)

c. LD (IX +4d), A

d. ADD (IX + d), A

The symbolic representation A < A \/ S means that

a. Operand s is ORed with the accumulator.

b. The result of the OR operation is stored in the
accumulator.

¢. sis ANDed with the accumulator.
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(PART TWO)

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

—

THE 780 INSTRUCTION SET |

. To present the ROTATE and SHIFT group of instructions.

2. To present the BIT MANIPULATION group of instructions which include the set, reset, and test

operations.

3. To present the JUMP group of instructions which includes both conditional and unconditional JUMPS.
4. To present the CALL and RETURN group of instructions which includes both conditional and uncon-

ditional BRANCHES.

5. To explain arithmetic and logic shifts (right and left) as used in the Z80 CPU.

TEXTBOOK REFERENCES

For reviewing material in the textbook, relevant to the
topics covered in this chapter, the following chapters
and/or sections are suggested.

1. For ROTATE and SHIFT instructions  Sec. 4-2.5
2. For JUMP instructions and operations  Sec. 4-2.3.2
3. For CALL and RETURN instructions

and operations Sec. 4-2.3.3

3-1 INTRODUCTION

This chapter is a continuation of the Z80 instruction set
which was introduced in Chapter 2. Four groups of
instructions are covered in this chapter. The rest of the
instructions are covered in Chapter 4. The instructions are
presented in the same convenient tabular format that was
used in Chapter 2. All the status flag symbols that are
presented in Table 2-3 also apply here. Likewise, the
instruction symbols presented in Table 2-2 also apply to
the instructions in this chapter.

3-2 SHIFT OPERATIONS
3:2.1 Arithmetic Shifts

3-2.1.1 Shift Left Arithmetic (SLA) In any computer,
including pnCs, operands involved in arithmetic operations
must include a proper sign bit to identify the operand as
either a positive or a negative quantity. The most
significant bit (MSB) of the word is the sign bit. The
convention for the sign bit is:

0 indicates a positive quantity
1 indicates a negative quantity

Arithmetic operations, by their very nature, require that
the sign bit be preserved regardless of the shifting process.
In the Z80 system when a left shift arithmetic is
performed, either on a CPU register or on a word in the
memory, the MSB of the word is shifted and saved in the
Carry flag, i.e., the CY flip-flop. During such a shift,a 0 is
automatically inserted in the vacated LSB position of the
word. This operation is graphically shown in Fig. 3-01,
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Sign Bit
7 6 5 4 3 2 1 0
0 1 0 | 1 0 0 1
a. Before the Shift
. . Automatically
Sign Bit Inserted
CcyY 7 6 5 4 3 2 1 ]
0 . I 0 1 1 0 0 ] 0
b After the Shift
Figure 3-01 Shift Left Arithmetic (SLA)

which includes the contents of the register before and
after the shift.

3-2.1.2 Shift Right Arithmetic (SRA) In this operation
the sign bit is saved in the original bit 7 position and
replicated in the next lower position of the register, i.e.,
bit 6 position. The LSB of the register (i.e., bit 0 position)
is transferred into the CY flip-flop and saved there. Figure
3-02 shows the contents of the register (or memory
location) before and after the shifting operation.

Simn Bit
7 6 5 4 3 2 I 0
1 0 1 0 0 0 1 1
a Before the Shiflt
Sign Bit is
Replicated

LSB

\ 7 6

D 1 0 1 0 0 0 1

b After the Shift

Lh
o=
[
[
=

V'

Figure 302 Shift Right Arithmetic (SRA)

3-2.1.3 Shift Right Logic (SRL.) A word or an operand
that is tobe used in an arithmetic operation must have a sign
bit assocated with it. However, in a word to be used for a
logical operation the sign bit is meaningless and so is not
used. Ina shift right logic operation in the Z80 system, a O is
automatically inserted in the vacated MSB position (i.e., the
bit 7 position) of the register. The LSB isshifted intothe CY
fiip-flop and saved there. A typical exampie of this opera-
tion, before and after the shift, is shown in Fig. 3-03.

Note: Inthe Z80 system there is no instruction for shift left
logic.

Automatically
Inserted

7

o
w
g
L
(]
o

cy

0 i 1 0 1 0 | 0 o |

b. After the Shift

Figure 3-03 Shift Right Logic (SRL)

3-2.2 Register/Memory Symbeols for
Rotate/Shift

In describing the Rotate and Shift instructions, descriptive
figures for the various registers and memory locations,
involved in these operations and the carry flip-flop, are
used. It is inconvenient to include these figures in the
symbolic operations columns of the instructions in the
tables that follow. We get around this problem by first
giving all the figures in this section and assigning a figure
number to each. We will then insert only the figure
number in the appropriate column of the tables and we
will include the identity of the register involved in the
operation, such as A for the accumulator. In these tables
note the following:

r denotes any register in the CPU main register set.
m denotes r, (HL), (IX + d), and (IY + d).
A denotes the accumulator.

3-2.3 The Mnemonic Convention

The following explanation is intended to help students
with the proper interpretation of the mnemonics used in
Table 3-1.

1. In instruction 84 to 94, the first letter R, means rotate
or recirculate.

2. The second letter, L, means /eft and the second letter,
R, means right.

3. The third letter, C, whenever it appears, means that
the rotation takes place on the contents of the register
(or the memory location) only. However, the end bit
of the word, either the LSB or the MSB, is shifted into
ihe CY flip-fiop.

4. The third or the fourth letter, A, refers to the
accumulator while letters r and m refer to the registers
or memory locations which were defined in Section
3-2.2.



CY | 7 0 bt

Figure 3-1

Figure 3-2

Figure 3-3

Figure 3-4

7 0 = CY

et

Figure 3-5

Symbols for Shift/Rotate Operations

5. For instructions 95, 96, and 97, the interpretation of
the mnemonics for the three capital letters is as
follows:

a SLA means shift left arithmetic.
b. SRA means shift right arithmetic.
¢. SRL means shift right logic.

6. For instructions 98 and 99 operations descriptions,
given in Table 3-1, give the proper interpretations.
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Figure 3-6

Figure 3-7

AT 413 0 7 413 0] (HL)
t | Tl

Figure 3-8
I y |y

A7 43 0 7 413 0] (HL)

Figure 3-9

3-2.4 OP Code Construction

In Table 3-1 notice that, for instructions 92-97, only 3
bits are given for the OP code. These 3 bit codes are
intended to be substituted for the corresponding 3 bits
(bits 5, 4, and 3) in the last byte of the related RLC
instructions, i.e., instructions 88-91. The rest of the op
code is the same. The following examples clarify how this
is done.
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Example 3-1

Write down the complete OP code for the RRC m
instruction (instruction 93) for the case where the
operand is stored in a location whose address is
contained in the HL register pair of the CPU.

Solution
The final mnemonics for this instruction is

RRC (HL)

To get the OP code, we go to RLC (HL) whose OP
code (from instruction 89) is

Byte 1
Byte 2

11 001 011
00 000 110

To get the appropriate op code for RRC (HL), we get
the 3 bits 001 from instruction 93 in Table 3-1 and
substitute them for bits 5, 4, and 3 in byte 2 above.

Thus, the correct OP code for RRC (HL) is

11 001 011
00 001 110 2]

Byte 1
Byte 2

Example 3-2

Write down the complete OP code for the RR m
instruction (instruction 94) for the situation where the
operand is stored in a memory location whose address is
obtained by adding the contents of the index register Y
to the displacement in the instruction.

Solution

The final mnemonic for this instruction is RR (IY + d).
To get the OP code, we go to RL(I'Y + d) (instruction
91) whose OP code is

Byte 1 11 111 101
Byte 2 11 001 011
Byte 3 — d =
Byte 4 00 000 110

To get the appropriate OP code for RR (IY + d), we
get the 3 bits 011 from instruction 94 in Table 3-1 and
substitute them for bits 5, 4, and 3 in byte 4 above.
Thus, the correct OP code for RR (IY + d) is

Byte 1 11 111 101
Byte 2 11 001 011
Byte 3 — d =
Byte 4 00 011 110 B

3-3 ROTATE END SHIFT GROUP
See Table 3.1.

3.4 BIT MANIPULATION GROUP
See Tables 3-2 and 3-4.

3-5 THE JUMP INSTRUCTIONS GROUP

Conditional JUMPS and conditional BRANCHES are
performed by testing or sampling the conditions of the
various flags in the Status Register. The conditions of the
various flags are included in the instruction itself, and in
the Z80 they are referred to as the cc codes. Table 3-3
below gives these codes and the conditions as well as the
flags in the Status Register that are affected.

In the tables that follow Table 3-3, the byte denoted by
e-2 is the displacement that is added to the program
counter. In the mnemonics, it is labeled as just e. Here e
ranges from —126 to +129.

3-6 THE CALL AND RETURN GROUP

The CALL and RETURN instructions are given in Table
3-6. Table 3-5 below gives the starting addresses for
special subroutines which are stored in Page 0 of the
memory. The 3-bit t code is inserted in the RES p
instruction (instruction 126) of Table 3-6. In Table 3-5, the
H in the P column indicates that the address is given in the
hexadecimal code.

Table 3-3 CONDITIONAL JUMP/BRANCH
CONDITIONS AND CODES

cc Code Status Flag Condition
000 Z NZ Nonzero
001 Z Z Zero
010 C NC No carry
011 C C Carry
100 PV PO Parity odd
101 PV PE Parity even
110 S P Sign positive
111 S M  Sign negative

Table 3-5 STARTING ADDRESSES FOR SPECIAL
SUBROUTINES

t Code p (Address in Page 0)
000 00H
001 08H
010 10H
011 18H
100 20H
101 28H
110 30H
111 38H
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3-7 REVIEW QUESTIONS

3-1

33

35

3-6

37

3-8

Refer to Fig. 3-2 and indicate true or false.

a. This is a left logical shift.

b. . This is a left rotate with carry.

¢. —— This is a right rotate with carry.

d. —___ The MSB is shifted into the carry F/F.

Pick out the statements that correctly apply to Fig.
3-5.

a. The MSB is shifted into the CY E/F.

b. Right-shift arithmetic is performed.

c¢. The MSB is replicated.

d. After every shift, the bit in the CY F/F is lost.

Indicate true or false for Fig. 3-8.

a. __ The high-order nibble of the accumulator is
unaltered.

b. ___ The low-order nibble of the accumulator is
loaded into the low-order nibble of the HL
pair.

¢. — The low-order nibble of the accumulator is
loaded into the high-order nibble of the
accumulator.

d. ___ If this instruction is repeated three times,
the contents of both the accumulator and
the HL pair remain unchanged.

Refer to Fig. 3-3 and fill in the blanks.

a. The of the register is loaded into the
position (MSB; LSB; CY)
b. The of the register is loaded into the CY

F/F. (MSB; LSB)

Figure 3-6 represents a operation.

(SLA m; SRA m; SRL m)

Pick out the correct mnemonic for the instruction
where the contents of the accumulator are rotated
right 1 bit and bit 0 is transferred into the CY/F/F.
a. RRCA

b. RLCA

¢. RRA

d. RLA

Contents of the memory location specified by the
sum of the index register IX and the displacement d
are rotated left 1 bit and bit 7 is transferred into the
CY F/F.

a. The mnemonic for this instruction is

b. This instruction requires bytes.

Fill in the blanks for the RRD instruction.
a. The nibble of accumulator is loaded into

the nibble of memory location specified
by HL. (low; high)

3-9

3-10

3-11

3-12

The Z80 Instruction Set (Part Two) 49

b. The high of this memory location is
shifted into the nibble of the same
location. (low; high; byte; nibble)

c. The nibble of this memory location is
shifted into the nibble of the accumula-
tor. (low; high)

Explain in your own words what the symbolic
operation Z < 1, means.

Indicate true or false for the symbolic operation

Z Y + d)

a. __ The complement of register b is transferred
into the Z flag.

b. — IY + d represents a memory address.

¢. — The displacement d is provided in the
instruction.

d. ___ This is a 2-byte instruction.

e. _ Bit b of the memory location is inverted

and loaded into the Z flag.

Write down the mnemonic and the symbolic opera-
tion for the instruction. Bit b of operand register r is
set.

a. The mnemonic is
b. The symbolic operation is

What is the symbolic operation for RES b, m ?

Fill in the blanks for the mnemonic JP cc, nn.

If condition cc is -, operand nn is
loaded into the __ ;

If not, PC is . (true; false; PC; HL;
IX; I'Y; incremented, decremented)

The instruction JR NC, eisa JUMP.
(conditional; unconditional)
The instruction JP nn is JUMP.

(conditional; unconditional)

In the instruction JR NC, e if the flagis _____,
then the program continues. (1; 0)

In the instruction JP (IX) what happens to the
contents of the index register IX?

It is loaded into the low byte of the PC.

. Nothing.

It is added to the displacement d.

It is loaded into the PC (high and low byte)

It is incremented.

It is decremented.

me R0 TR
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3.18 Indicate true or false for the instruction CALL nn. b. — If cc is false, contents of stack are popped
a. _ Contents of PC are pushed into the stack. into the PC.
b. ___ Stack pointer is decremented twice. ¢. __ The main program is then terminated.
¢. __ Operands nn are loaded into the PC. d, — This is a conditional RETURN.
d. ___ This is an unconditional BRANCH.

3-20 The instruction RETI is used at the
3-19 Indicate true or false for the RET cc instruction. ofa ___ interrupt service subroutine.
a. _ If ccis true, the subroutine continues. (beginning; end; maskable; nonmaskable)



4

THE Z80 INSTRUCTION SET

AND INTERRUPT RESPONSE

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

o Oy Py =

disable flip-flop.

To present the Input group of instructions.
To present the Output group of instructions.
To present the various instructions involved in the operation of the Z80 CPU.

To present the instructions associated with the maskable interrupt feature.

To present the instructions associated with the interrupt modes available to the Z80.

To describe the Z80 interrupt system, including the operation and function of the interrupt enable-

7. To present and discuss the CPU responses to both the maskable and the nonmaskable interrupts.

TEXTBOOK REFERENCES

For reviewing material in the main hardcover textbook,
relevant to the topics covered in this chapter, the
following chapters and/or sections are suggested:

1. For Input/Output instructions
2. For HALT instruction

3. For complement and set
instructions
4. For DAA instruction

5. For interrupt system operation

Sec. 4-2.6
Sec. 4-2.3.1

Sec, 4-2.5
Sec. 2-4.5 and 2-4.6

Chapter 9

4.1 INTRODUCTION

This chapter is a continuation of Chapters 2 and 3 and it
completes the Z80 instruction set. In this chapter we will
cover the following groups of instructions:

1. The Input/Output group.
2. The basic CPU instructions group.

In this chapter we also give a fairly extensive discussion of
the interrupt processes as used in the Z80 system.

4.2 THE I/C INSTRUCTION GROUP
See Tables 4-1 and 4-2.
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4-3 THE BASIC CPU INSTRUCTION

FADATTE
TaBRY W&

Note: Table 4-3 completes the Z-80 instruction set with
instruction IM 2, which brings it to a total of 150
instructions. In Section 2-1 it was mentioned that the Z.80
has a total of 157 instructions. Students may wonder what
happened to the remaining eight instructions.

This discrepancy is readily explained by looking at the
RST p instruction (instruction 126 in Table 3-6). Notice
that the OP code of this instruction contains the 3-bit t
code which defines the starting addresses for special
subroutines. (See Table 3-5.) Since eight such starting
addresses are possible, instruction 126 in Table 3-6 is the
general format for eight such instructions, which brings
the total available instructions in the Z80 set to 157.

4-4 THE INTERRUPT SYSTEM
4-4.1 The Objectives

1. Interrupts are initiated by external I/O peripherals or
other devices to demand servicing of the particular
service subroutine.

2. The CPU current instruction is completed and the
CPU operation is suspended in an orderly fashion.

3. Service subroutines normally involve transfer of data
between peripherals and CPU or status and control
information between the two.

4. On completion of the service subroutine, CPU re-
sumes execution of the main program.

4-4,2 The Nonmaskable Interrupt
(RTIMI)

1. This type of interrupt is designed into the hardware of
the CPU logic and is not under control of the
programmer.

2. The programmer cannot selectively disable or enable
this interrupt.

3. The NMI is accepted, and serviced, by the CPU
whenever it arrives. It has the highest priority and can
override all other operations.

4. The NMI is reserved for very critical functions, such as
an impending power failure, whose demand for service
cannot be delayed.

4-4.3 The Maskable Interrupt (INT)

1. The INT can be selectively deactivated by the
programiner.

The Z80 Instruction Set and Interrupt Response 57

2. When the INT is deactivated, any incoming interrupts
wiil be ignored by the CPU.

3. This feature is generally used by the programmer when
certain critical instructions in the program are being
executed. Usually such instructions involve critical
timing restraints which cannot be interrupted.

4. When execution of these critical instructions is com-
pleted, the INT feature is reactivated.

4-4.4 The INT Enable-Disable Flip-Flop

1, The Z80 CPU has a flip-flop, IFF1, which is used to

mact-ahls

3 4 £ -
control the acceptance or rejection of the maskable

interrupt (INT).

2. The DI instruction (see Table 4-3) resets IFF1 to the O
side, and this forces the CPU to ignore all incoming
INT requests.

3. The EI instruction (see Table 4-3) sets IFF1 to the 1
side. Now the CPU will recognize and honor INT
requests from the I/O devices.

4. Notice one peculiarity of the EI instruction. When itis
being executed, if any INT comes along, it will only be
accepted after completion of the instruction following
the EI instruction. This one instruction delay is
particularly useful if the instruction after the EI
instruction is a return from subroutine (RET).

5. In the Z80 CPU there are really two enable/disable
flip-flops. The second one is labeled IFF2. Both these
flip-flops work in unison for the maskable interrupt
situations.

6. The function of IFF2 is to save the status of IFF1 when
a nonmaskable interrupt (NMI) happens. Here is how
it works:

a. When an NMI is recognized, IFF1 is immediately
reset.

b. This locks out any other INT from coming in the
CPU while the NMI is being serviced.

c. During the NMI servicing, IFF2 is not disturbed
and retains the prior status of IFF1 (either a 0 or a
1).

7. The last instruction in the NMI service subroutine is a
return from nonmaskable interrupt (RETN) instruc-
tion (see Table 3-6).

8. The RETN instruction copies the status of IFF2 into
IFF1, thereby returning IFF1 to its pre-NMI status
automatically.

4-4.5 CPU Response to Nonmaskable
Interrupts (NMI)

1. The CPU accepts the NMI at all times.
2. The CPU ignores the next instruction it has fetched



-sdiyo A1oweut srureuip
Surysaxyal uo sdaay yoIym
‘SUONONIISUL JON $9IN03X3 NdD
‘Juofe sawod 19531 10 1dniIaul e
[mun papuadsns st uonerado NdD ¥ I ortorr — — — — — — QdLTVHSINdD LTVH Svl

*paYsaljal 9I8 SALIOWAW JIWBUAD
1nq ‘oA sumyoew sy} Sunnp

NdD Aq pouuroprad st uoneradooN ¥ T 00000000 — — — — T ™ uonerado oN dON  #¥1
‘101
pessigrsBarw I X09%4L v T 1IIO0TTOO O O — — — 1 I— AD A0S evl
‘pajusuwajdwod
st 1osBar ul g/ ADSUYL ¥ 1 TITITIo0 & 0 — — — = AD— XD 400 Ul
0 woxy way) unoenqns Aq 00T 000 10
pejedau ale SJUUOD I0JRMUNDY 8 z ToTTOTIT T T « A« V-0—V DIN Tl
‘pajuawo(dwoo
2Je I0JE[NWINO0E 3Y) JO SiUajU0] ¥ L. TILIOLOD J T == == == — ¥y—V TdD  Ovl
"SUONONIISUL
DN pue DI ‘DES "dS 2a[oall penqns
SUOIORIIGNG "SUONINIISUT DN] pue ppe gOd
pue ‘DAV ‘dAV 2A[0AUl SUOBIPPY 10§ @04 poyord
‘uonoORngNS puB UONIPPE 01Ul P9II2ATOD
aod 103 DDV sisnlpe Areuonipuo) ¢ T TITO0IO00 - — =« d » « SIESIUSWOZJHOV vva ceel
A
uonduosaq uonviadQ I W o0lzss 9 H N S§ d Z DO suonp.ad() SOMUOWU]  ON
njoquidg
$21018 apo) dO s8vjy snivig
183194

dNOYD SNOLLDNYLSNI NdD DISVE  €b 2I9EL

58



2UIINOIQNS 2JTAIAS Y] JO SSAIPpPE
Sunareys ay) Ioj uoneIO[

Arowow Aue o1 TV 10211pUl UE
sapiaoid apouw siy ], “1ajurod sy}
J0 214q 1opIo-ydy 2y sorddns

1 1218139y -121utod ssaippe
211pul Jo 234Q MO[ 10§ 103234

uq-g sardns O/ Sundniraug 0TI 110 10 Z @PON
‘pojeanoe stydnuoyur zopoy 8 ¢ IOLTIOLIT — — — — 1dnareut 399 TII 08T
K1owawr ut HEE00
uonEIO| 03 1EBISAI B FUNNIAXa
Aq 1dnurayut 03 spuodsal NdO 011 010 T0 1 9pON
‘pojeanoe stydnuejul [9pON 8 ¢ IOLTIOLIT — — — — dniseiut 308 TINL C6vT
o e Je 934q T ‘(L 0Q)
saul[ eiep 2yl BIA () dD 2yl 01
paIndaxe oq 03} UOHONIISUI 2Y}
spuas 221a0p Sundniiajur oy ], 011 000 TO 0 2PON
‘pojeanoe stydnuour gopoy 8 ¢ 0T IOIIT — — — — dnrajut 398 0T ‘8p1
“ap1s 1 2y o3 sdoy-diy
7441 pue 441 Sumes £q pejqeud
stamjesy idnuyur oqqesew v 1 IO IL — — — — I — Ad1 19 Ll
'sdog-d1y 31
pue [Jq] Sumiesar Aq pajqesip
stommesy ydnuaur ofgeysey ¢ 1 II00ILII — — — — 0 — 441 a ovl
A
uondisaq uonviado I W 0IZ ¢ 94 H N § d suonpiadQ SOMUOWIBUP]  "ON
ajoquidg
$2101§ apo) dO sBopg smvig
[$3p2dD

(panuniuod)  g-p 3qe],

59



60 Introduction to the Z80 Microcomputer
and instead goes to memory location 0066H and
performs an operation similar to a restart operation.

3. Notice that the memory location 0066H is not included
in the eight software-controlled restart addresses lo-
cated in Page 0 of the memory. (See Table 3-5.)

4-4,6 CPU Respeonse to Maskable
Interrupts (INT)

The Z80 has three different operational modes for
responding to INT requests. The modes can be changed
by means of program instructions. (See Table 4-3.) Brief
descriptions of each of these modes follow:

4-4.6.1 Mode 0

1. In this mode the interrupting device sends an 8-bit
instruction to the CPU on the data bus lines (D0-D7).

The CPU does not execute the next instruction fetched
from the memory but instead executes the instruction
sent on the data bus.

2.

3. This instruction could be a 3-byte call (i.e., a branch)
instruction to some other location in the memory.

In executing this instruction, the CPU automatically
inserts two wait states in the special M cyclé. This will
be explained later in Sec. 5-6 with Fig. 5-9. This allows
sufficient time for the daisy chain to respond and the
interrupting device to identify itself.

4-4.6.2 Mode 1

1. In this mode the CPU responds to an INT by
automatically branching to memory location 0038H,
which is the starting address of the subroutine.

2. This response is identical to the NMI response,
described in Sec. 4-4.5, except that the subroutine
starting address is 0038H instead of 0066H.

3. One difference is that, unlike the NMI response, the
CPU automatically inserts two wait states, for reasons
that were previously discussed. See and compare the
two timing charts in Fig. 5-9 and Fig. 5-10.

4-4.6.3 Mode 2

1. This is the most powerful and versatile interrupt
response. Its primary objective is to give the user the
ability to branch to any location within the memory
that can be addressed essentially with a 15-bit address
for the starting address of the subroutine.

An indirect addressing mode is used, and the address is
formed as explained below.

3. The programmer constructs a 16-bit address table and
prestores it in the memory. The 2-byte addresses are the
starting addresses of the various service subroutines.
The interrupt vector register I is previously stored with
a desired byte, which forms the high-order byte of the
concatenated 16-bit address.

The low order of the concatenated 16-bit address is
supplied by the interrupting device.

Interrupt Vector Interrupting
Register 1 g ;
(In CPU) 1/0O Device
A High=order Low-order
STACK ke | Program Counter Byte Byte
S T S|
| ' A
s - Concatenated
8 Bis 7 Bits ] Pointer
Memory \ T -
Interrupt .
Service Starting Address Tuble in Memory
Subroutine
— I Low=—order Byte |

| High—order Byte J

Figure 4—1 Graphical Representation of the Mode 2 Interrupt Response



6.

7.

Since the concatenated address is a 2-byte address, this
fact is indicated by bit 0 of the low-order byte, which is
always a 0.

The 16-bit address thus formed is used as a pointer that
points to the previously stored table of starting
addresses. This table contains the true or effective
starting addresses of the desired service subroutines.
This is a branch operation which requires 19 clock
periods as follows:

7—Fetch low-order byte from interrupting de-
vice,

6—Push PC contents into the stack.

6—Fetch the effective starting address from the
table.

Figure 4-1 is a graphical representation of Mode 2
interrupt operation.

4-5 REVIEW QUESTIONS

4-1

4-2

4-3

4-4

4-5

In the Z80 systemn how many I/O ports is it
possible to address? (8; 16; 32; 64; 256; 512; 1024)

Refer to Table 4-1 and indicate true or false for the
instruction
IN A, (n)

a. — Operand n is the address of one of the
ports

b. — The CPU places n on the D0-D7 lines.

¢. — The accumulator places its contents on the
lower half of the address bus.

d. —__. One byte from the I/O is loaded into the

accumulator via the data bus.

The following statements apply to the IN r, (C)

instruction. Fill in the blanks.

a. The contents of register are put on the
A8-A1S lines. (A; B; C; D; E; H; L)

b. The contents of register are put on the
A0-AT7lines. (A; B; C; D; E; H; L)

c. The I/O device loads its 8-bit word into the

. (accumulator; B register; C regis-

ter)

In the INI instructions —___ is used as a
byte counter. (register A; register B; register C; r
register)

In the INI instruction —________is decremented
and register pair is incremented. (A; B; C;
D; I; BC; DE; HL)

4-6

4-7

4-9

4-10

4-11

4-12

4-13

4-14
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Indicate true or false for the INIR instruction.

a. __ The instruction is repeated until the con-
tents of BC are 0.

b. __ The contents of the byte counter are put on
bus lines A8-AlS5.

¢. — The contents of the HL pair are put on bus
lines AO-A7.

d. __ If B # 0, the instruction is terminated.

e. — If B # 0, the contents of PC is decremented
once.

In the IND instruction, the contents of both register
B and the register pair HL are
(incremented; decremented)

Indicate true or false for the INDR instruction.

a. — Register B is the byte counter.

b. ___ B and HL are both incremented.

¢. — If B = 0, the instruction is terminated.
d. —_ Instruction is repeated until B = 0.

The instruction OUT (C), r outputs the contents of
register to the /O on the ___
lines. (m; n; r; B; C; A0-A7; A8-A15; D0-D7

The following statements relate to the OUTI
instruction. Indicate true or false.

a. — HL selects a byte in the addressed memory
location.

b. ... The memory byte is temporarily stored in
the CPU.

¢. — Register B is incremented.

d. — Contents of register B are put on the A8—
A15 lines.

e. — Contents of register C are put on the A0-
A7 lines.

Fill in the blanks for the OUTIR instruction.

a. If , the instruction is terminated. (B # 0;
B =0)
b. If , the instruction is repeated until

.(B=0;B=#0;PC=0; PC=#+ 0).
c. The program counter is — twice.
(incremented; decremented)

In the OUTD instruction, the word to be output to
the 1/O device is originally located in the
. (accumulator; B register; memory;
HL register)

The DAA instruction applies to the
arithmetic operations. (BCD; hexadecimal; binary)

Which of the following mnemonics is used to
complement the contents of the accumulator?
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4-15

4-16

4-17

Introduction to the Z80 Microcomputer

a. CPL

b. CCF

c. SCF

d. DI

e. None of the above

The SCF instruction
(sets; resets; complements)

the carry F/F.

Indicate true or false for the HALT instruction.

a. _ Dynamic memory chips are refreshed.

b. —. NOP instructions are executed.

¢. — HALT state continues until an interrupt
comes in.

The maskable interrupt feature is disabled by the
instruction, which . the IFF1
and the IFF2 flip-flops. (EI; DI; resets; sets)

4-18

4-19

4-20

Identify the interrupt mode in which the interrupt-
ing I/O device sends the instruction to be executed
to the CPU.

a. Mode 0

b. Mode 1

c¢. Mode 2

Identify the interrupt mode which provides an
indirect branch to a memory location for the
starting address of the service subroutine.

a. Mode 0

b. Mode 1

¢. Mode 2

Which type of interrupt mode can be selectively
deactivated?

a. NMI

b. INT
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THE Z80 CPU TIMING

AND CONTROL

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

QO EWN =

nonmaskable interrupts.

e

TEXTBOOK REFERENCES

For reviewing material in the main textbook, relevant to
the topics covered in this chapter, the following chapters
and/or sections are suggested:

1. For general discussion on

machine cycles Secs. 3-2.1 and 3-2.2

2. For fixed instruction cycle Sec. 3-2.3.1
3. For variable instruction cycle  Sec. 3-2.3.2
4. For general review of

interrupt I/O Chapter 9
5. For maskable interrupts Sec. 9-3

S5-1 THE FUNDAMENTAL
INSTRUCTION CYCLE

As previously explained in Sec. 1-3 (paragraphs 3, 4, and
5) and Table 1-5 in Chapter 1, the Z80 uses a single-phase
clocking system for controlling and synchronizing all its

To explain the fundamental Z80 instruction cycle and the concept of M cycles.

To present and analyze the OP code fetch cycle with and without WAIT states.

To present and discuss the memory read and write cycles with and without WAIT states.

To present and examine the /O read and write cycles with and without WAIT states.

To examine bus request and acknowledge cycles and their respective timings.

To present and discuss the interrupt request and acknowledge cycles for both the maskable and the

To present the timing involved in an exit from HALT cycle.

operations. The Z80 instructions execute the following
five basic operations:

Memory read.

Memory write.

External device (I/O) read.
External devices (I/O) write.
Interrupt acknowledge.

il

In the Z80 CPU the clock period is defined as the time
interval between the leading edge of one positive-going
edge of the clock pulse and the leading edge of the next
positive-going edge of the clock pulse. It is referred to as
the T cycle, as shown in Fig. 5-1. Each of the previously
mentioned five basic operations normally takes from three
to six clock periods to complete. However, the Z80 CPU
is designed to be flexible in its operations, so that the time
required to perform these operations could be lengthened
beyond the six clock periods in order to synchronize the
CPU with the slower peripherals. As shown in Fig. 5-1,
the instruction cycle is broken down into subcycles,

63



64 Introduction to the Z80 Microcomputer

T cycle
CLOCK @
CLOCK
PERIODS T1 l T2 \ T3 | T4 T1 | 12 ‘ T3 Tl | T2 ! T3
MACHINE Mi M2 M3
CYCLES ¢ Op Code Fetch Memory or I/O Read Memory or 1/O Write —s
= Instruction Cycle

Figure 5-1 Z80 CPU Basic Instruction Cycle Timing

referred to as the M cycles. Each M cycle consists of
several different clock periods, or T cycles. Thus, each
instruction cycle will consist of a series of M cycles and
each M cycle will consist of a different number of T cycles.
Figure 5-1 is merely an example of a typical instruction.
The M1 subcycle fetches the OP code of the next
instruction to be executed. Normally, M1 consists of four
to six T cycles. However, M1 could be lengthened by a
W AIT signal from an external device (see Table 1-3). M2
and M3 (as shown in Fig. 5-1) are machine cycles that
merely transfer data between the CPU and the memory or
I/O devices. M2 and M3 are normally three to five T
cycles long, but they could also be lengthened by the
WAIT signals to accommodate slower external devices.

Figure 5-1 only shows a fundamental timing diagram.
The specific timing for each operation is of course
different. In this chapter we will describe and discuss the
timing charts for the following seven specific operations.
The diagrams are intended to show operations with and
without the WAIT states. It is recommended that students
refer to Tables 1-1 through 1-4, where the functions of the
various CPU signals are described. The seven specific
operations are:

The OP code fetch cycle (M1).

Memory read and write cycles.

IO read and write cycles.

Bus request/acknowledge cycles.

Maskable interrupt request/acknowledge cycles.
Nonmaskable interrupt request/acknowledge cycles.
Exit from a HALT instruction cycle.

e LU e

5-2 THE OP CODE FETCH CYCLE
§-2,1 Without Weit Stetes
1. Figure 5-2 shows the timing of the various CPU
signals involved in fetching the OP code of the
instruction. Notice that in Fig. 5-1 the clock pulses are

shown as perfect square waves for simplicity. Of
course the leading and trailing edges of each pulse
have associated with them corresponding rise and fall
times. In the rest of this chapter, the clock pulses are
shown with their rise and fall times. Also, all the
other signals are referenced to the 50% point of the
rise and fall times.

. Figure 5-2 shows the M1 cycle and the status of each

signal during the four clock periods, T1-T4. The first
step in fetching the OP code is to transfer the contents
of the PC, i.e., the instruction address, to the
memory. In Fig. 5-2 this is shown. The address bus
AD-A1S is activated during T1 and T2 clock periods.
Note that the two waveforms as shown indicate that
some of the address lines will be high and others low,
depending on the combinations of 1s and Os in the
address.

. During the T3 and T4 clock periods, the lower seven

lines of the address bus are used to send the memory
refresh address.

. Since an OP code fetch is a memory access operation,

the CPU informs the memory that the bits on the
address bus are valid address bits by activating the
MREQ signal. Notice that this line goes low during
the second half of T1, thus giving the address bus
ample time to stabilize during the first half of T1. The
MREQ signal stays active for the entire duration of
T2.

5. Since the OP code fetch is a memory read operation,

the CPU so informs the memory by activating the RD
signal, essentially during the same time that MREQ is
active.

. On receiving RD, the memory activates its output

gates and the OP code byte is placed on the data bus,
DBO0-DB7. This happens during the second half of
T2. The symbol shown in Fig. 5-2 indicates that the
various lines could be either high or low.

. Output signal M1 is activated during T1 and T2. It

indicates that the current machine cycle involves
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M1 Cycle

Tl T2 T3 T4 TI
CLOCK 0 J \ / / \
AD-ALS i Address to Memory XMcmory Refresh Memory X
MREQ \ f N ’ \
wm \ /
WATT ::: ______ ___[——\::- ________ [ pp—— RS —— -
T A . ____L.
DBO-DB7 ‘\ In }
RESH \ /

Figure 5-2 CPU Timing for Instruction OP Code Fetch without WAIT

10.

fetching the OP code. Notice that M1 is shown only
once in Fig. 5-2, since it is assumed that the OP code
contains only 1 byte. The dotted lines show that M1
would be generated during T1 of M2 if the OP code
involved has 2 bytes.

. During T3 and T4, the RFSH is activated by the

CPU, indicating that the refresh address for dynamic
memories is put on the lower seven lines of the
address bus.

. Notice that the WAIT signal is high during the M1

cycle. The pulse shown in T2 is only intended to
indicate the high and low levels of this signal from the
memory.

Notice that the MREQ signal, which is active during
the second half of T3 and the first half of T4, is
intended to perform a refresh operation for all the
elements of dynamic memories. The refresh address
is stable on the address bus only when MREQ is
active. Therefore, the RFSH signal by itself does not
perform the refresh operation.

§5-2.2 With WAIT States

1.

The CPU timing with WAIT states is shown in Fig. 5-3.
The basic operation of the various signals is identical to
that described in Sec. 5-2.1, and so will not be repeated
here. There are differences, and these are pointed out.

. During T2 the CPU samples the signal on the WAIT

line. If it is active (i.e., if it is low), the CPU goes into a
wait state for the next T period of the machine cycle.
This is identified as TW1 in Fig. 5-3.

. As a result of the activation of WAIT, all the CPU

signals are maintained in the positions that they were
in at the end of T2.

. During TW1 the CPU again samples the WAIT line. If

this signal is active, the CPU goes into another wait
cycle, identified as TW2 in Fig. 5-3.

. Every subsequent wait cycle, TW, the line is checked

for its status. When the WAIT is sampled and found to
be high, clock periods T3 and T4 are resumed and the
normal functions are executed.

. This technique of status checking allows the Z80 CPU

to work effectively with memory chips requiring much
longer access times.

5.3 MEMORY READ AND WRITE
CYCLES

5.3.1 Witheut WAIT States

1. Because an OP code fetch operation is a memory

access operation, the memory read/write cycles are
very similar to the previously described fetch operation
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o MI Cycle
T T2 ™, W, T3 T4

CLOCK 0 _/’ \ / \ b X \_* \__/“'
AD-AIS X Address to Memory X Memory Refresh Address
MREQ -I.-—-_M-—\_ /_\ /_-_
wo [\ /

DBO-DB7 G}

o\ /

L2 IS | Y A\ Y A S AN A
RFSH \ F

Figure 5-3 CPU Timing for Instruction OP Code Fetch with WAIT

for the OP code (Sec. 5-2) and so will not be repeated
here.

2. Both the memory read and write cycles each require
three clock periods. They are shown in Fig. 5-4 as two
separate M cycles.

3. The functions and operations of both the MREQ and
RD signals are identical to those for the op code fetch
operation.

4. Of course, the address of the memory location to be

1.

accessed is first placed on the address bus AO-AIS.
. During both the read and the write operations, the
MREQ line is active during the second half of T1, all of
T2, and the first half of T3. This allows the address bus
to stabilize. This is especially important during the
write cycle. This then allows the MREQ to be directly
used as a chip enable signal in dynamic memory chip.

. During the memory write cycle, note that the WR signal
is active during the second half of T2 and the first half of
T3. The WR signal is issued by the CPU to inform the
memory that the CPU has placed valid data on the data
bus and that it should be accepted by the memory.

. Because of the time span during which WR is active
(see Fig. 5-4), it is possible to use it as R/W signal and

so can be used for almost any semiconductor memory
chips.

8. Also notice that WR goes high one-half clock period
(i.e., during the second half of T3) before the contents
of either the address bus or the data bus are changed.
This makes the Z80 flexible enough to meet the

1.

overlap limitations and makes it suitable for use with
many different types of memory chips.

5-3.2 With WAIT States

Figure 3-5 shows two WAIT state cycles, TW1 and
TW2, introduced by two WAIT pulses during T2 and
TW1, respectively. The operation due to these two
pulses is identical to that previously described for the
op code fetch cycle.

. InFig. 5-5 we have shown separate data bus situations

for the read and write cycles using the same WAIT
signals. Of course it is impossible to have a read and a
write operation simultaneously. Figure 5-5 is drawn
this way for convenience only.

. Notice that in the read operation, data are placed on the

data bus DO-D7 only during the T3 clock period. For
the write operation, the CPU maintains the data bitson
the data bus from the second half of T1 and T2, through
the wait states, and through T3. This gives the memory
ample time to write the data into the accessed locations.

5-4 /O READ AND WRITE CYCLES
S-4,1 Without WARIT States

The I/O read and write operations are similar to the
memory read/write operations in most respects, but
there are also differences, as explained below.
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Memory | Memory
Read Cycle B Write Cycle
T T2 13 Tl 12 I3
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AQ=-ALS x Memory  Address X Memory  Address ’
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Figure 5-4 Memory Read/Write Cycle Timing without WAIT

2. Figure 5-6 shows the I/O read and write operations
cycles. Note that the IORQ is now used instead of the
MREQ signal, as in the previous case.
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T2, then there would be very little time available

between these two signals being activated.

b. Consequently, this very short period of time would
not be sufficient for the /O port to decode its

3. The first obvious difference is that Fig. 5-6 includes a
wait state identified as the TWO cycle. This state is
intentionally designed and inserted into the system for

the following reasons:

address and activate the WAIT line if a genuine

wait were required.

¢. I/O devices using the MOS technology are inher-
ently slower than the CPU. The short time between

a. The IORQ signal is activated during the T2 cycle. If
the CPU were to use the same WAIT line during

W2

these two signals would only aggravate the speed

incompatibility problem even more.
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Figure 5-5 Memory Read/Wiite Cycle Timing with WAIT
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Figure 5-6 I/O Read and Write Cycle Timing without WAIT States

4. During TWO, the CPU samples the WAIT line, as clock the available bits on the data bus lines to be input
shown in Fig. 5-6. into the I/O device.

5. During the read operation, the RD signal is used to
gate the contents of the particular port that was
addressed onto the data bus lines D0-D7.

5.4.2 With WAIT States

1. Figure 5-7 shows the I/O read/write operations with the

6. During the write operation, the WR signal is used as a wait states. All the previous discussions of Sec. 5-3.2
clock signal to the addressed I/O port. It is used to apply here.
I TI T2 TWO TWI T3
CLOCK 0 \ { X X S \
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DO-D7 A/ }Rcad
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Figure 5-7 1/O Read and Write Cycle Timing with WAIT States



2. Note that in Fig. 5-7, the WAIT signal is introduced as
an active signal during TW0. The reason for this is
explained in Sec. 5-4.1, paragraphs 3a, b, and c.

Note: During both the memory and the 1/O data transfers,
the WAIT line must be low during the trailing edge of the
clock pulse for the CPU to go into the wait state during
the next clock period.

5.5 BUS REQUEST/ACKNOWLEDGE
CYCLES

1. For certain operations, the external I/O devices need
to have control of the three buses from the CPU.
These buses are the address bus (A0-A15), the data
bus (D0-D7), and the control bus lines. In the Z80,
this mode of operation is mainly used in the DMA
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4. If dynamic memory chips are used in the system and if

the DMA transfers involve large blocks of data,
requiring very long DMA cycles, then the external
DMA controller or chip must perform the memory
refresh function, since the CPU does not have any
direct control over the memories during DMA cycles.

. Also note that during the bus request cycles, both the

INT (interrupt request signal) and the NMI (nonmask-
able interrupt request) are deactivated. Neither of
these two signals will be able to interrupt the CPU
during bus request cycles. (See Table 1-3.)

. The I/O device terminates this cycle by deactivating

the BUSRQ signal (i.e., returning it to the high state).
At the leading edge of the next clock pulse, control of
these busses is returned to the CPU.

transfers of blocks of data between the I/O device and
the memory on a cycle-stealing basis.

. The external I/O device initiates the control of the
buses by sending a signal on the BUSRQ line. The Z80

5.6 MASKABLE INTERRUPT
REQUEST/ACKNOWLEDGE CYCLE

1. Figure 5-9 shows the timing involved in the maskable

CPU is designed so that it samples this line at the
leading edge rise time of the clock pulse during the last
clock period T of every machine cycle, M.

3. If the BUSRAQ is active (i.e., in the low state), then at
the leading edge of the next clock pulse, the CPU
relinquishes control of these three buses by putting
them in the high-impedance states. This is shown in
Fig. 5-8. The external device then gets control of these
buses and can retain this control for as many clock
pulses as necessary.

CPU-Controlled Cycles ————t¢—-— DMA-Controlled Cycles —

X1

X2 TX3 Tl

interrupt cycle. A maskable interrupt refers to the
situation where the interrupt can be masked or
overriden by means of CPU software. The timing chart
of Fig. 5-9 assumes that this feature is not activated
under program control and so the CPU will honor this
incoming interrupt.

. At the leading edge of the last clock pulse of all

instructions, the CPU samples the INT line. If it is low,
then the CPU goes into a special M1 cycle, starting
with the leading edge of the next clock pulse.

coxo AL A A A

[/ [ [

BUSAK \

4

ADDRESS BUS )__ —_
AD-ALS

DATA BUS
DO-D7

CONTROL LINES

MREQ, RD, WR, ) gy S

TORQ, RFSH |

Figure 5-8 Bus Request/Acknowledge Cycle
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Figure 5-9 Maskable Interrupt Request/Acknowledge Cycle when TORQ is simultaneously active (during the

second half of TW1 and TW2), it indicates that the
interrupt is acknowledged and that the interrupting
device’s identifying vector can be placed on the data
bus.

. During the M1 cycle, the MREQ signal is inactive.

3. As shown in Fig. 5-9, the M1 cycle consists of five T
states with two special wait states automatically in-
serted between T2 and T3. As mentioned in Sec. 1-3, a 5
daisy chain priority interrupt scheme is available in the
Z.80 CPU. Since a daisy chain involves rippling a signal
through the logic hardware associated with each I/O
device, to identify the interrupting I/O, this signal 5-7 NONMASKABLE INTERRUPT
requires time. This additional time is provided by TW1 REQUEST/ACKNOWLEDGE CYCLE
and TW?2. This allows ample time for the interrupting
device to place its unique 8-bit vector or address on the 1. This interupt has a higher priority over the INT signal
data bus. and can override it. It cannot be disabled under

4. Note that the M1 line is active during M1 cycle, and software control. The principal use of this interrupt is
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Figure 5-10 Nonmaskable Interrupt/Request Cycle
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Figure 5-11 Exit from HALT Cycle

to indicate an impending power failure to the CPU,

which immediately responds to it by taking the

following action:

a. The response is very similar to a normal memory
read operation, except that the CPU ignores the
information on the data bus.

b. The contents of the PC are automatically pushed 4.
into the stack.

c. The program automatically branches to a service
subroutine whose starting address is 0066y. 5.

2. The NMI line is sampled by the CPU at the leading
edge of the last clock pulse of the last M cycle, as

shown in Fig. 5-10. If it is low, then the CPU starts a

special M1 cycle at the leading edge of the next clock

pulse. 6.

3. This cycle consists of four T states. The operations of

the various signals are similar to those which were

described in previous sections and so will not be

repeated here.

enabled is received, the CPU will exit from or
terminate the HALT state and resume operation at the
leading edge of the next clock pulse T1. The following
cycle will then be an interrupt acknowledge cycle,
depending on whether the INT or the NMI signal was
received. (See Table 1-3.)

If both INT and NMI are simultaneously active, as
shown in Fig. 5-11, then only the NMI will be
acknowledged, since it has a higher priority than INT.
During the HALT state, NOP instructions are continu-
ously executed. This is done so that the memory
refresh signals are kept active for the dynamic memo-
ries while the CPU is idling. Otherwise the data in the
memory chips will be destroyed.

Also note that the HALT cycle is executed during the
M1 cycle, which is normally the OP code fetch cycle.
However, during the HALT cycle, the CPU ignores
any data placed by the memory on the data bus and the
CPU is forced to execute NOP instructions.

5-8 EXIT FROM HALT INSTRUCTION 5-9 REVIEW QUESTIONS

CYCLE &1

1. When the CPU encounters a HALT instruction in the
program, it starts to execute a series of NOP instruc-
tions which in effect idle the CPU.

2. The CPU continues to idle until it receives an interrupt
from an external I/O device. The interrupt could be 5.2
either a maskable interrupt, INT, or a nonmaskable
interrupt, NMI. If an INT signal comes along, then the
software interrupt disable flip-flop must be set; other-
wise the CPU will not honor the INT.

3. Both the INT and the NMI lines are sampled by the
CPU at the leading edge of the T4 clock pulse, as
shown in Fig. 5-11. If either NMI or INT with the IFF

In the Z80 CPU the clock period is defined as:
a. The clock frequency.

b. The T cycle.

c. The M cycle.

d. The clock @.

In the Z80 CPU the clock period is the time interval

between

a. The leading edge of one negative-going pulse to
the leading edge of the next negative-going
pulse.

b. The trailing edge of one positive-going pulse to
the trailing edge of the next positive-going pulse.

c. The trailing edge of one positive-going pulse to
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5-3

5-4

5-6

5-7
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the leading edge of the next negative-going
pulse.

d. The leading edge of one positive-going pulse to
the leading edge of the next positive-going
pulse.

Indicate true or false for the Z80 CPU.

a. ___ Each basic operation normally takes three
to six clock periods to complete.
b. —_ The time required to perform the basic

operations cannot be extended beyond six
clock periods.

¢. — More clock periods are required to syn-
chronize the slower peripherals with the
faster CPU.

d. —__ The instruction cycle is broken down into
subcycles called the M cycles.

Answer yes or no for the Z80 instruction cycle.

a. ___ Do all instructions contain the same num-
ber of M cycles?

b. — Can the M cycles contain different num-
bers of T cycles?

¢. —.. Is it possible to lengthen the M1 cycle?

Indicate true or false for the normal instruction

cycle.

a. ___ Normally, M1 consists of three to five T
cycles.

b. . MI can be lengthened by a wait signal.

¢. —— M2 and M3 are normally four to six T
cycles long.

d. — M2 and M3 cannot be lengthened by a
WAIT signal.

e. —_ M2 and M3 transfer data between I/O and
CPU.

Fill in the blanks for the OP code fetch cycle.

a. The M1 cycle contains _ T cycles. (3; 4; 5;
6)

b. The first step transfers the contents of the

to the memory. (ALU; CPU; PC; I/O)

c. The address is activated during the

clock periods. (T1 and T2; T2 and T3; T1
and T3; T3 and T4)

d. During T3 and T4, the __ lines of the
address bus send the memory refresh address.
(upper 8; lower 7; lower 8; upper 7)

During an OP code fetch cycle, which signal is sent
by the CPU to the memory to inform that the bits
a. IORQ

b. RD

¢. MREQ

d. RFSH

5-10

5-11

5-12

5-13

5-14

Which signal from the CPU informs the memory
that the OP code fetch is a memory read operation?
a. RFSH

b. RD

c. WAIT

d. MREQ

Refer to Fig. 5-2. The MREQ signal is active (i.e.,

goes low) during the second half of T1 because

a. of an error in the logic design of the CPU.

b. the M1 signal is activated during the first half of
T1.

c¢. the RD signal is activated during the second half
of T1.

d. it gives the address bus ample time to stabilize
during the first half of T1.

Refer to Fig. 5-2. Indicate true or false for the M1

signal.

a. It deactivates the address bus AO-A1S.

b. — It activates the data bus D0-D7.

c. —— It does not signal a write operation to the
memory chips.

d. ____ It indicates that the current cycle is an OP

code fetch cycle.

Refer to Fig. 5-2 and answer yes or no.

a. — Is it possible to generate M1 more than
once?

b. — Is it possible to have more than 1 byte in
the OP code?

c. — Is it possible to place the memory refresh

address on the address bus, A0-AlS,
during M1 of the OP code fetch cycle?

During the OP code fetch cycle, the refresh address
is stable on the address bus when

a. MREQ is active

b. MREQ is inactive

c. RD is active

d. M1 is active

Indicate true or false for the OP code fetch
operation with WAIT states. (Fig. 5-3)

a. — During T2 the CPU samples WAIT line.
b. — If the WAIT line is high, the CPU then

goes into a wait state for the next T period.
c. — When WAIT is low, all CPU signals are

maintained in their respective positions as
at the end of T1.

d. — During every subsequent TW cycle, the
CPU samples the WAIT line.
e. — T3 and T4 are resumed only when WAI'T is

high during the fast TW period.

The memory read cycle requires
clock periods and the memory write cycle requires



5-15

5-16

5-17

— clock periods. (two; two or three; three;
three to five; two to four).

The following statements relate to the memory
read/write cycles without WAIT states. Indicate
true or false.

a. — MREQ is active during T1 and T2 but
inactive during T3.

b. - MREQ can be directly used as a chip
enable signal in dynamic memory chips.

¢. —— The WR signal informs the memory that
the CPU has placed valid data on the data
bus.

d. It is possible to use WR as R/'W signal for

almost any semiconductor chip.

Refer to Fig. 5-5. During the read operation, data

are placed on the data bus only during T3. For the

write operation, data are placed on the data bus

during the second half of T1, T2, through the wait

states and T3. The reason for this is that

a. The data busis not busy with other things during
the write operations.

b. Address bus is tied up with the OP code’s
address during the read memory operation.

c. It assures sufficient time for the memory to write
into the addressed location.

d. The WR line is high during this time frame.

The following statements relate to the I/O read/

write cycles without WAIT states. (Fig. 5-6).

Indicate true or false.

a. .. The IORQ signals that the bits on the
address bus are valid address bits.

b. ___ The IORQ indicates valid I/O address on
the lower 8-bit lines of the address bus.

¢. — The TWO cycle is intentionally introduced
in the I/O read/write cycle.

d. ___ The TWO cycle helps with the speed
incompatibility problem when slower
speed MOS technology is used for I/O
devices.

5-18

5-20

5-21

5-22
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During both the memory and the I/O data transfers,
the WAIT line must go low during the

— edge of the clock pulse for the CPU
to go into the wait state during the next clock
period. (leading; trailing)

The following statements relate to the bus request/

acknowledge cycles. Indicate true or false.

a. — The BUSRQ signal is sent by the CPU.

b. —__ The CPU samples the BUSRQ line at the
leading edge of rise time of the clock pulse
during the last T period of every M cycle.

¢. — If BUSRQ is active, the CPU relinquishes
control of the buses immediately in the
same T cycle.

d. —_ During bus request cycles, both INT and
NMI are deactivated.
e. ___ The bus request cycle is terminated by the

I/0O device by putting the BUSRQ signal in
the high state.

A maskable interrupt refers to the condition where
the interrupt ____ be overriden by means
of the CPU software. (can; cannot)

Refer to Fig. 5-9 for the maskable interrupt
request/acknowledge cycle and indicate true or
false.

a. __ The CPU samples the INT line at the
leading edge of the last clock pulse of all
instructions.

b. —__ If INT is low the CPU goes into the special

M1 cycle, starting with the trailing edge of
the next clock pulse.

c. —  Wait states TW1 and TW2 are automati-
cally inserted during interrupt request
cycles.

d. — TWI and TW2 ensures adequate time for

the interrupting device to place its 8-bit
vector on the data bus.

The signal indicates that the interrupt is
acknowledged and that the interrupting device can
place its identifying vector on the data bus. (IORQ;
MREQ; INT)
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TEXTBOOK REFERENCES

For reviewing material in the main textbook, relevant to
the topics covered in this chapter, the following chapters
and/or sections are suggested:

1. For general discussion of

interrupt I/O Chapter 9
2. For daisy chain logic Sec. 9-7
3. For vectored-interrupt

sequence of events Sec. 9-5.2
4. For vectored-interrupt

logic/operation Sec. 9-5.3

5. For general description of
programmable I/O
inierfaces Chapter 12

6. For features and capabilities
of programmable parallel
interfaces Secs. 12-3.1 and

12-3.2
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To introduce students to the programmable parallel 1/O chip.

To present the principal features of the Z80 parallel Input/Output (PIO) chip.

To present and describe the generalized architecture of the PIO.

To present the various registers involved in the logic of each I/O port and describe the functions

To present the interrupt contro! protocol involved in PIO operations.

To present the package pin assignments and functions in convenient tabular form.

To describe and discuss the interrupt timing associated with all three operational modes.
To present the timing involved in interrupt acknowledge and interrupt servicing.

To show how the daisy chain can be extended without using additional external logic.

6-1 INTRODUCTION

The Parallel Input-Output (PIO) chip provides a program-
mable, two-port interface between parallel peripheral I/O
devices and the Z80 CPU. Under program control the CPU
is capable of reconfiguring the PIO so that it can interface
with a wide variety of peripherals such as paper tape
readers, most keyboards, printers, etc., without requiring
additional external logic. Data transfers are accomplished
by interrupt-controlled techniques which allow the exter-
nal I/O devices to initiate such transfers. An interrupt pri-
ority system is provided using the daisy chain technique.

6-2 PRINCIPAL FEATURES
OF THE PIO

1. The PIO is a third-generation chip which uses the
N-channel, depletion-mode, silicon-gate technology.
A single, 5-volt =5%, power supply is required.

A single-phase TTL level clock is used.

The PIO chip operates in a temperature environment
of 0° to 70°C.

Ao



. On the peripheral side, all inputs as well as the outputs

are TTL compatible.

. Two I/O ports are provided and they are completely

independent of each other.

. There are four distinct and separate modes of port

operations. Both ports, A and B, have the following

three modes (a, b, and c):

a. Byte output—unidirectional (mode 0).

b. Byte input—unidirectional (mode 1).

¢. Individual bits control—input or output (mode 3).

d. Additionally, port A has a bidirectional byte
control mode (mode 2).

. Both ports have interrupt-driven handshake capability

(i.e., status control signals).

6-3 THE PIO ARCHITECTURE

6-3.1 The Generalized PIO Bleck
Diagram

1.

2.

Figure 6-1 shows a generalized block diagram of the
PIO chip.

On the computer side, the chip provides I/O interface
logic for transferring data on an 8-bit data bus DO-D7,
and a 6-bit control bus is also used.

. The port A I/O and the port B I/O logic each

communicates with the external I/O device via an 8-bit
data bus, respectively, AO-A7 and B0-B7. These lines
could be either unidirectional or bidirectional, depend-
ing on the selected operational mode.

Each port also has two handshake lines to their
respective I/O devices.
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with the CPU via three interrupt control lines, all of
which are unidirectional.

. The primary function of the internal control logic block

is to synchronize the CPU data bus to the interfaces
involved in each I/O port. In other words, synchronize
the data flow between the CPU and the I/O devices.

. The interrupt control logic primarily deals with inter-

rupt operations and the daisy chain priorities.

6-3.2 The Port Logic Block Diagram

1. Figure 6-2 is a block diagram of the block labeled port

A or port B in the generalized PIO block diagram of
Fig. 6-1.

. Figure 6-2 shows six registers and the logic block for

the handshake control.

. The mode control register is first loaded by the CPU

with a 2-bit code which selects one of the four
operating modes mentioned in Sec. 6-2, paragraph 7.
This code sets up the logic configuration for the desired
PIO operating mode.

. The 8-bit data output register receives the byte from

the CPU and sends it out of the PIO chip to the I/O
device via the 8-bit data/control bus.

. Likewise, the 8-bit data input register receives the

incoming byte from the I/O device via the 8-bit
{:latafcontrol bus and transmits it to the CPU via the
internal bus.

. The actual data transfers, between the CPU and the

I/0 devices, are controlled by the two status control
lines via the handshake control logic. The exact
functions of these two lines are explained later.

. The 8-bit I/O select logic is used only in the bit control

5. Also on the computer side, the PIO communicates mode (mode 3). This register is first loaded by the
Data/Control
Tk i Bus ~
nterna -
Control Port A <>
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P Data/Control Bus ( /O
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Figure 6-1 Generalized P10 Block Diagram
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e

CPU with a control word. This word then assigns the
eight lines of the I/O data/control bus individually as
either an input or an output line. The bus then
becomes a combination of designated input and output
lines.

The 8-bit mask register is, likewise, used only in the bit
control mode (mode 3). It is used for a very special
interrupt feature of the Z80 system. Again, this
register is preloaded with a word from the CPU. The
word in this register effectively masks out the selected
I/O pins of the I/O data control bus. Then, when any or
all of the unmasked pins reach a prespecified logical
state (either high or low), an interrupt is generated.

9. The 2-bit mask control register, which is also pre-

loaded by the CPU, defines the desired active states
(either high or low) for the unmasked bits of the mask
register. It also performs another function. It defines
whether the interrupt should be generated when all the

2
3. When the PIO is operated in either mode 0, 1, or 2, an

CPU Data Bus
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Figure 6-3 Block diagram of CPU Package Pins Groups

unmasked bits of the bus are in the defined state (the
AND function) or when any one or more of the
unmasked bits is in the active state (the OR function).

6-3.3 The Interrupt Control Protecol

1. Since the daisy chain technique is used, the priority of

each I/O device is established by its position in the
chain relative to the CPU. The device closest to the
CPU has the highest priority.

In the PIO, port A has a higher priority than port B.

interrupt request is sent to the PIO when the IO
device is ready for a data transfer.

When the PIO is operated in mode 3 (bit control
mode), an interrupt can be generated only when the
state of the I/O device matches a programmed value.



5. In the PIO, interrupts can be nested (i.e., multilevel
priority interrupt capability is available). An I/O
device with a lower priority on the daisy chain cannot
interrupt while the service subroutine of a device with
a higher priority is being executed. However, a device
with a higher priority can interrupt during the subrou-
tine execution of an I/O device having a lower priority
on the daisy chain.

6. When operating in mode 2 (bidirectional byte transfer
mode), the interrupting I/O sends an 8-bit vector (i.e.,
its own unique address) to the CPU. This vector forms
a pointer. This points to a location in the memory
where the starting address of the interrupt service
subroutine is stored. (See Sec. 5-4.3.)

6-4 PACKAGE PIN ASSIGNMENTS
AND FUNCTIONS

The PIO is contained in a standard 40-pin, dual-in-line
package (DIP). The various pins and their respective
functions, along with their designations, are presented in
convenient tabular form. Functionally, the pins can be
divided into six groups, as shown in Fig. 6-3. Note that
some lines are shown as unidirectional and others as
bidirectional. In the latter group, some of the lines may
indicate signal flow in one direction, and others may
indicate signal flow in the other direction. The function
tables, Tables 6-1 through 6-5, clarify these with the
following arrow symbols:

PIO — Indicates signals flowing from the PIO
PIO < Indicates signals flowing info the PIO
PIO < Indicates bidirectional flow on the same line(s)

6-5 THE PIO INTERRUPT TIMING

In this section we discuss the timing involved in the four
interrupt modes. In the following timing charts, notice
that the clock phases are shown as perfect square waves.

Table 6-1 PIO DATA BUSES
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This is done only for convenience. Actually each clock
pulse has its own rise and fall times. The rise and fall times
of the other signals are shown as they should be. The clock
pulses are used in these charts simply for reference
purposes only and so they are shown as square or
rectangular pulses.

6-5.1 Mode O—Output Byte Mode

1. The timing associated with this mode is shown in Fig.
6-4. A byte output cycle is started when, as a result of
an interrupt, the CPU executes an output instruction.

2. During this CPU I/O write operation, the PIO gener-
ates a WR signal. This is a composite signal obtained
by mixing (i.e., ANDing) four signals, as follows:

(Write data) WR = RD x CE x C/D x TORQ

3. The WR pulse latches the data output by the CPU on
the data bus into the output register of the selected
port (A or B).

4. The positive-going trailing edge of the WR pulse then
raises the Ready flag after the trailing edge of the next
clock pulse (i.e., pulse 4 in Fig. 6-4). This flag then
signals to the I/O device that the data word is now
available to it.

5. The Ready signal remains high or active until one of
the following two events takes place:

a. A positive-going trailing edge of the STROBE
signal indicates that the I/O device has accepted
and obtained the data.

b. If the READY is already active, then, the Ready
signal will be forced into the low state one and a
half clock pulses after the leading edge of the
IORQ signal if the word is written into the selected
port’s output register.

6. The READY signal will go high on the first trailing
edge of the clock pulse after the trailing edge of IORQ.
This then assures that the READY signal is low when
the data in the selected port is in the process of
changing.

Pin Signal Flow
Designations Directions Functions
D0-D7 PIO «— 8-bit, tristate, CPU data bus, active high. It is used for data and commands
transfers between the PIO and the CPU.
A0-AT PIO «— 8-bit, tristate bus for transfers of data and/or status and control signals between
the I/O device and port A.
B0-B7 PIO «— 8-bit, tristate bus for transfer of data and/or status and control signals between

the I/O device and port B of PIO.
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Table 62 PIO CONTROL GROUP

Pin
Designations

Signal Flow
Directions

Functions

B/A Sel

PIO «

Port select signal defines the port to be selected during a data transfer opera-
tion. A low signal selects port A and a high selects port B. (Note: Sometimes
address bit A0 from the CPU is used for this selection.)

C/D Sel

PIO «

Control or data select signal defines whether data or control information is
transferred between the CPU and the port selected by the B/A Sel signal. A
low signal indicates that data bits are transferred between the CPU and the
PIO. A high during CPU write indicates that a command or control word is
sent to the port selected by the B/A Sel signal. (Note: Sometimes address bit Al
from the CPU is used for this function.)

PIO «

An active low signal that informs the P1O to transmit the data word to the CPU
during the CPU read cycle. During the CPU write cycle, this signal informs PIO
to accept either the control or the data word from the CPU as defined by the
C/D Sel signal.

PIO «

Machine cycle 1 signal, active low, is a SYNC pulse from the CPU which syn-
chronizes the PIO interrupt logic. When M1 and RD are simultaneously active,
the CPU is fetching an instruction from the memory. When M1 and IORQ are
simultaneously active, the CPU is acknowledging an interrupt. When M1 is ac-
tive without the other two being active, the P1O goes into a reset state.

PIO «

1/O request signal, active low, used for transferring commands and data be-
tween the CPU and the PIO. When CE, RD and IORQ are active, the ad-
dressed port sends data to the CPU. When CE and IORQ are active and RD is
not active, the CPU writes either a data or a command word into the addressed
port of the PIO. If IORQ and M1 are active, the CPU acknowledges an inter-
rupt and the port involved will place its interrupt vector on the CPU data bus,
depending on its priority in the daisy chain.

PIO «

Read cycle status, active low, signal indicates that the CPU is reading a word
from either the I/O or the memory. When used in conjunction with the CE,
IORQ, B/A sel, and C/D sel signals, the RD transfers data from the PIO to the
CPU.

Table 6-3 INTERRUPT CONTROL GROUP

Pin Signal Flow
Designations Directions Functions

INT PIO — Interrupt request signal, active low. The PIO requests an interrupt from the
CPU.

IEI PIO «— Interrupt enable in, active high. Used in the priority interrupt daisy chain. A
high or active signal indicates that no other I/O device with higher priority is
being currently serviced.

[EO PIO — Interrupt enable out, active high. Also used in the priority interrupt daisy

chain. It is active only when IEI is active and the CPU is not servicing an
interrupt from the PIO. When active, it blocks interrupt signals from lower-pri-
ority I/0Q devices from interrupting while it is being serviced.
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Table 6-4 PORT STATUS AND CONTROL GROUP

Pin Signal Flow
Designations Directions

Functions

A STB PIO «—-

Port A strobe signal, active low, input to the PIO from the I/O device. Opera-

tion depends on selected mode as follows:

1. Mode 0—output byte mode—a positive-going, trailing edge of this pulse indi-
cates that the I/O has received the data sent by the PIO.

2. Mode 1—input byte mode—the I/O issues this signal, indicating that the data
are sent to the input register of the selected PIO port.

3. Mode 2—bidirectional mode—when active indicates that the data from the
output register of port A are put on their own bidirectional data bus. Then
the positive-going, trailing edge of this pulse indicates that the data are re-
ceived by the /O,

4. Mode 3—control mode—this pulse is internally inhibited by the PIO.

A RDY PIO —

Register A ready signal, active high. Operation depends on selected mode as

follows:

1. Mode (—output byte mode—when active indicates that the port A output
register contains the data word, the data bus has stabilized ready for transfer
to the I/O device.

2. Mode l-input byte mode—when active indicates that the input register of
port A is empty and ready to accept the next word from the I/O device.

3. Mode 2—bidirectional mode—when active indicates that the output register
of port A has the data word for transfer to the I/O device. However, data
are not output to the data bus unless A STB is active.

4. Mode 3—control mode—this signal is internally inhibited by the PIO.

B STB PIO «—

Port B strobe signal, active low. Its operation is similar to that of the A STB
signal except that in the port A, mode 2 operation, this signal strobes data from
the I/O device into the input register of port A.

B RDY PIO —

Register B ready signal, active high. Operation is similar to that of the A RDY
signal except that in the port A mode 2 operation, this signal is active when the
input register of port A is empty and ready to accept the next incoming data
word from the I/O device.

Table 6-5 POWER SUPPLY AND CLOCK GROUP

Pin Signal Flow
Designations Directions Functions
@ PIO «— This is the single-phase, TTL level clock input.
+5V PIO «— This is the single power supply of 5 volt £ 5% that is needed for the PIO.
GND PIO «— This is the power supply ground.

7. Notice that the READY signal will not go into the low ¢ ok 0
or inactive state until the negative-going edge of the
clock pulse happens. This delaying of the READY wr
signal allows a simple scheme for generating the poRrT
STROBE signal. (This is accomplished by simply

connecting the READY line to the STROBE line

without requiring any additional external logic.)

8. The positive-going trailing edge of the STROBE signal
automatically generates an INT request provided the 1x7

5

interrupt enable flip-flop has been set and the inter-
rupting I/O device has the highest priority. Figure 6-4 Mode 0, Byte Output Timing
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Table 6-6 PIN NUMBER ASSIGNMENTS

Pin Pin Pin Pin
Designations Numbers Designations Numbers
CPU Data Bus PIO Control
DO 19 B/A Sel 6
D1 20 C/D Sel 5
D2 1 CE 4
D3 40 ™Ml 37
D4 39 IORQ 36
D5 38 RD 35
D6 3
D7 2
Port A 11O Interrupt
AD 15 Control
Al 14 INT 23
A2 13 IEI 24
A3 12 IEO 22
Ad 10
AS 9
A6 8
A7 7
A RDY 18
A STB 16
Port B 11O Power Supply
BO 27 and Clock 165
Bl 28 0 =
+5V 26
B2 29 GND 11
B3 30
B4 31
BS 32
B6 33
B7 34
B RDY 21
B STB 17

6:5.2 Mode 1—Input Byte Mode

1

2,

. The timing for this mode is shown in Fig. 6-5.

The input cycle is initiated by the I/O device by means
of a negative-going pulse on the STROBE line. This
pulse loads the data word into the input register of the
selected port.

. The positive-going trailing edge of the STROBE pulse

activates the INT signal provided the interrupt enable
flip-flop is set and the interrupting /O device has the
highest priority.

. The trailing edge of the next clock pulse (pulse 3 in Fig.

6-5) puts the READY line in the low or inactive state.
This signifies that the input register in the PIO contains

a data word and that further loading of this register
must be prevented.

. The CPU executes the service subroutine and reads in

the data from the selected I/O port in the PIO.

. On completion of this operation, the positive-going,

trailing edge of the RD signal (from the CPU) raises
the READY signal to the high level after the negative-
going transition of the next clock pulse (pulse 11 in Fig.
6-5). This indicates to the I/O device that the next word
can be loaded into the input register of the PI1O.

. If the READY line is already active, then this line will

be forced into the low state one and a half clock
periods following the leading edge of the IORQ signal.
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Sample

——— —— o ——

Figure 6-5 Mode 1, Byte Input Timing

8.

Note that the RD is a composite signal obtained by
mixing the following four signals:

(Read data) RD = RD x CE x C/D x TORQ

6-5.3 Mode 2—Bidirectional Mede

1.

Figure 6-6 shows the timing of this mode, which is a
combination of modes 0 and 1. It utilizes all four
handshake lines and is available for only port A. When
port A is operated in mode 2, port B must be set to
mode 3.

. The timing for mode 2 is almost identical to the timing

for mode O (Fig. 6-4) and mode 1 (Fig. 6-5). In mode 2
operation, the handshake lines of port A are used for
data output control and port B handshake control lines
are used for input control.

. In mode 2 operation, the data word is gated out to the

bus only when the A STB is active (i.e., low). The
positive-going, trailing edge of this signal latches the
data word into the I/O device.

. Inmode 2 the data input operatesin an identical manner

to the mode 1 operation. Also, in mode 2, both ports A
and B must have their interrupt enables set so that
bidirectional transfers are truly interrupt-driven.

. The data input into the PIO are latched into the input

register when the B STB is active or low. This avoids
the possibility of the data being gated onto the bus by
the I/O device when the A RDY is active or high.

. The WR is a composite of the following signals:

WR = RD x CE x C/D x IORQ

Y

6-5.4 Mode 3—Bit Contrel Mede

. In mode 3 the handshake signals are not used, so it is

possible to execute a normal port read or a normal port
write any time.

When writing into the port, the data word is latched
into the output register of the selected port using the
same timing as that for mode 0, byte output operation
as shown in Fig. 6-4. Mode 3 timing is shown in Fig.
6-7.

. When port A is operated in mode 3, the A RDY line is

forced into a low state. When port B is operated in

mode 3, the B RDY line is held low except when port

A is operated in mode 2. In that case B RDY is not

affected at all.

During the PIO read operation in mode 3, the data

transmitted to the CPU by the PIO will be composed

of the following two segments:

a. Bits from the output register whose lines are
designated as output lines.

b. Bits from the input register whose lines are desig-
nated as input lines.

Note that the input register will contain the word which

was in it immediately before the negative-going edge of

the RD signal.

Remember that an interrupt will be generated only if

a. The interrupts from the port are enabled.

b. The word on the port data line conforms to the
logical conditions that were preloaded into the 8-bit
mask register and the 2-bit mask control register of
the PIO.

7. Another interrupt signal will not be generated by the

PIO until after a change in the preceding logical
condition occurs.
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Figure 66 Mode 2, Port A, Bidirectional Byte Transfer Timing
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ET))OA['}L BUS x Data Word 1 X Data Word 2 X
_ | /
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ORQ \ \ /
RD ‘Q f
: Data Word 1 on Bus
DO-D7 \ Data In 7
Figure ¢7 Mode 3, Bit Control Mode Timing

6-5.5 Interrupt Acknowledge and
Serwvicing

In the 780 system it is normally possible to form a daisy
chain by connecting up to four PIO chips in tandem or in
series without the need for any additional external logic.
Since two I/0 devices can be connected to each PIO chip,
this means that up to eight I/O devices can be normally
used on the daisy chain. Later we will see how the daisy
chain cin be extended even further. However, in order to

understand the limitations and how to overcome them, we
will first see how the interrupt acknowledge works and
how an interrupt is serviced.

1. Figure 6-8 shows the timing involved in the interrupt
acknowledge signal, INTA, which is a composite of
two signals, as shown below:

INTA = IORQ x Ml

2. The INT line is sampled by the CPU during the

negative-going trailing edge of the last clock pulse of
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Interrupt Active
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IEI
Figure 6-8 Interrupt Acknowledge Timing

the instruction. If it is active (i.e., low), it goes into an
interrupt cycle, as shown in Fig. 6-8.

At the leading edge of T1, M1 goes low or active. Dur-
ing the trailing edge of the first wait period clock pulse,
TW1, IORQ goes low. Both these signals remain active
or low for one and a half clock periods. They go high at
the leading edge of the T3 clock pulse. Thus, during this
one and a half clock period, INTA is active.

. During INTA time, the PIO checks the highest priority

port which is requesting the interrupt by determining
which device has its IEI high and its IEO low.

. The highest priority I/O device that is requesting an

interrupt service places the word contained in its
interrupt vector register on the CPU data bus, thereby
identifying itself.

During the time when MI is active, no new interrupt
requests are generated, thus giving the INTA compo-
site signal ample time to ripple through up to four PIO
daisy chain configurations.

Figure 6-9 shows how up to four chips can be
connected to form the daisy chain.

6-5.6 Extending the Daisy Chain

1.

Figure 6-9 shows that up to four PIO chips can be
connected without any additional external logic.

. This limitation is designed so that the IEO will have

adequate time to ripple through the entire chain in the
time available between the start of the M1 signal and
the leading edge of the IORQ signal during the INTA
cycle. (See Fig. 6-8.)

. In many applications it is desirable to extend the chain

beyond the simple four shown in Fig. 6-9. It is possible
to extend this to 30 PIO chips or more, using standard
TTL logic, by means of the look-ahead logic structure
shown in Fig. 6-10, which requires two-input and
four-input AND gates connected as shown.

PIO | PIO 2 PIO 3 PIO 4
+V——FI lEO;‘—‘IEI IEQ — IEI IEO — IE1 IEO p—
Z80
CPU Q Data Bus J>

Figure 6-9
Logic

Maximum PIO Daisy Chain without Additional
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Figire 6-10 Extending the Interrupt Priority Daisy Chain with Standard TTL Logic
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REVIEW QUESTIONS

In the Z80 system, data transfers between the CPU

and the I/C devices are initiated by

a. The CPU.

b. The I/O devices.

c. The PIO.

Indicate true or false for the PIO.

a. —_ The PIO can be reconfigured under pro-
gram control.

b. —_ The daisy chain technique is used to
provide an interrupt priority system.

c. ___ Both ports A and B have a bidirectional
byte transfer mode (mode 2).

d. ____ Both ports A and B have handshake capa-
bilities.

Refer to the generalized block diagram of Fig. 6-1
and indicate true or false.

a. ___ Control information is transferred from the
CPU to the PIO on an 8-bit control bus.

b. ___ Lines A0-A7 are bidirectional byte lines
and B0-B7 are unidirectional lines.

¢. — The PIO communicates with the CPU via
three unidirectional interrupt control lines.

d. ___ The internal control logic block synchron-

izes the data flow between the CPU and
the 1/O devices.

Refer to the port logic block diagram of Fig. 6-2.

The operating mode of the PIC is (ciicle all that

apply)

a. Determined by the type of I/O used by that port.

b. Determined by the CPU.

c. Established by preloading a control word into
the 8-bit I/O select register.

6-5

6-6

6-7

d. Established by means of a 2-bit code sent by the
CPU.

Again refer to Fig. 6-2. The 8-bit I/O select logic is
used in the

a. Bit control mode (mode 3).

b. Output byte mode (mode 0).

c. Bidirectional byte mode (mode 2).

d. Input byte mode (mode 1).

The following statements relate to the mask control

register of Fig. 6-2. Fill in the blanks.

a. Itis preloaded with a 2-bit code from the .

(CPU; I/O device)

It defines the desired active states for the

bits of the mask register.
(masked; unmasked)

c. It defines that the interrupt should be generated
by the AND function, that is, when of
the unmasked bits are in the state.
(all; some; active; inactive; defined).

b.

The following statements relate to the interrupt
control protocol in the PIO. Indicate true or false.

a. ___ Port A has a higher priority than port B.

b. ____ The device closest to the CPU has the
lowest priority.

c. — In the bit control mode, an interrupt can be

generated only when the I/O device
matches a programmed value.

d. ___ An J/O device can never interrupt during
the subroutine execution of any other
device on the daisy chain.

The tristate 8-bit data bus is active high
and is used for data and commands transfers between
the CPU and the PIO. (A0-A7; B0-B7; D0-D7)
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6-11

6-12

6-13

6-14

The CE signal is (circle all that apply)

a. Active high and informs the PIO to transmit the
data word to the CPU.

b. Active low and informs the CPU to transmit the
command word to the PIO.

¢. Active low and informs the PIO to transmit the
data word to the CPU.

d. Active high and informs the CPU to transmit the
data word to the PI1O.

The following statements apply to the M1 signal.

Indicate true or false.

a. ___ It synchronizes the PI1O interrupt cycle.

b. —_ It is a SYNC pulse from the PIO to the
CPU.

c¢. — The CPU fetches an instruction from the

memory when M1 and RD are simultane-
ously active.

d. — The CPU acknowledges an interrupt when
M1 and IORQ are simultaneously active.
e. . When M1 is active by itself, the PIO goes

into the set state.

The following statements relate to the A STB signal
when the PIO is operated in mode 2, bidirectional
mode. Fill in the blanks.

a. Indicates that the word from the out-
put register of port is put on its own
bidirectional data bus. (command; data; A; B)

b. The going, edge of
this pulse indicates that the data is received by
the I/O device. (positive; negative; leading;
trailing)

Refer to the mode 0, byte output, timing chart of
Fig. 6-4. The WR is a composite of

a. RD x CE x C/D x IORQ

b. RD x CE x C/D x IORQ

¢. RD x CE x C/D x IORQ

d. RD x CE x C/E x TORQ

Again refer to Fig. 6-4. Indicate true or false for the
READY signal.

a. — The signal goes low on the first trailing
edge of the clock pulse after the trailing
edge of IORQ.

This signal is low when the data in the port
are changing.

This signal will not go low until the
negative-going edge of the clock pulse
happens.

Positive-going, trailing edge of STROBE
signal indicates that the I/O has obtained
the data.

The following statements relate to the mode 1
timing chart of Fig. 6-5. Fill in the blanks.

6-16

6-17

6-18
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a. The cycle is initiated by the
negative-going pulse on the line.
(input; output; INT; STROBE)

b. The positive-going, trailing edge of the
STROBE signal activates the sig-

nal. (READY; INT; RD)

c. If the READY line is already active, it is forced
into the low state one and a half clock periods
following the leading edge of the
signal. (INT; IORQ; STROBE; RD)

Refer to the bidirectional byte timing chart of Fig.

6-6 and indicate true or false.

a. —_ The positive-going, trailing edge of the
A STB signal latches the data word in the
/O device.

b. — The data into the PIO are latched into the
input register when the B STB signal is
high. .

¢. — The WR signal is a composite of RD x CE

x C/D x IORQ.

Mode 2 utilizes all four handshake lines

and is available only for port A of the P10O.

|

The following questions relate to the timing chart of
the bit control mode (Fig. 6-7). Answer yes or no.

a. ___ Are the four handshake signals used in this
mode?

b. ___ Is the A RDY line forced into a high state?

c¢. — Is an interrupt generated if the words on

the port data lines do not conform to the
preloaded logical conditions?

The statements below refer to the interrupt ac-

knowledge and servicing in the P1O. (See Fig. 6-8.)

Indicate true or false. -

a. ___ The INTA signal is composed of IORQ
and M.

b. ___ The INT line is sampled by the CPU during
the negative-going trailing edge of the last
clock pulse of the instruction.

¢. — During the trailing edge of the first WAIT
period clock pulse, TW1, IORQ goes low.
d. — During the INTA time, PIO determines

priority by checking for I/O device with
high IEO and low IEI conditions.

e. — During the time when M1 is active, no new
interrupt requests are generated.

Extending the daisy chain requires the following
additional gates (circle the correct answer):

a. Four-input AND gates only.

b. Two-input AND and four-input OR gates.

¢. Two-input and four-input OR gates.

d. Two-input and four-input AND gates.

e. Two-input OR and four-input AND gates.
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THE PIO CHIP

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

1. To introduce the concept of customizing the PIO chip to specific applications.
2. To explain the format and functions of the mode set byte.
3. To explain the function and use of the 1/O select register control word for the mode 3 operation.

4. To introduce the usage of the interrupt vector.

o~

typical example.

©

example.

TEXTBOOK REFERENCES

1. For general discussion of
programmable parallel
interfaces

2. For operational modes
control words

Sec. 12-3

Secs. 12-3.3.2 and

12-3.3.3
3. For bit set/reset control
word Sec. 12-3.3.4
4. For discussion on vectored
interrupt system Sec. 9-5

7-1 INTRODUCTION

In Chapter 6 we discussed the PIO chip and how it
operates, including the various modes of operation. The

86

To discuss the function and format of the interrupt control byte.

To explain the function of the mask control byte.

To introduce the format of the interrupt enable flip-flop control byte.

. To demonstrate how the PIO can be initialized for an industrial control application by means of a

To set up and program the PIO chip for a typical byte transfer application by means of a typical

PIO is a programmable interface, which means that
under program control, the user can select and use the
various features of the chip to customize the interface to
the exact requirements of a particular application. This is
of course true within certain specified limits of the
design.

The process of customizing the PIO chip requires that
the chip first be set up by means of an initialization
program which can include up to 6 bytes. Once the PIO is
set up by the initialization program, it remains in that
condition until it is altered by another similar initialization
program. After power is turned off, the chip must be set
up again with an initialization program before it can be
used,

In this chapter we describe the initialization process and
the bytes or words involved in such a program. Also,
examples are included to show how the chip can be
programmed for some typical applications.



7-2 THE PROGRAMMING WORDS

In this section we describe and discuss the formats of the
various bytes (or words) involved in the initialization
program. The programming bytes are presented in the
sequence in which they would be included in the initializa-
tion program.

7-2.1 Word for Mode Set

As we discussed in Chapter 6, the PIO can be operatedin
any one of the four possible modes. The initialization
program must identify which of the four modes is selected
for a specific application. The first word in the set-up
program does this. The format of this byte is shown in Fig.
7-1. In Fig. 7-1 the bits D0-D3 are always 1. The bits in
positions D4 and D5 are not relevant. They could be
anything. An X in each position means “Don’t care.” The
code for the selected mode is inserted in bit positions D7
and D6. The codes follow,

Ml MO Mode Selected
0 0 Output byte
0 1 Input byte
1 0 Bidirectional byte
1 1 Bit control

When mode 3 (i.e., the bit control mode) is used, the next
byte must be used to set up the I/O select register. (See
Fig. 6-2) The format of this byte is shown in Fig. 7-2. The
function of this word is to assign each line to the I/O
data/control bus individually as either an input or an
output line. A 1 in any bit position sets the corresponding
I/O line as an input line. A 0 sets the line as an output line.

7-2.2 The Interrupt Vector

Since the Z80 system uses the vectored interrupt scheme
for identifying the interrupting device, in conjunction with
the daisy chain for prioritization, it is necessary that a

D7 D6 DS D4 D3 D2 D1 Do

M1 MO X X 1 | [ !

Figure 7-1 Format of the Mode Set Byte

D7 D6 D

n

D4 D3 D2 D1 DO

/07| 1/0g | 1105 1/04] O3 | VO-| 11Oy 1Oy

Figure 7-2 Format of the I/O Select Register Control Word for

the Mode 3 Operation
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vector or a unique identifying code (i.e., an address) be
assigned to each I/O chip. A 7-bit vector can be assigned
as shown in Fig. 7-3. Notice that the DO bit in this byte
contains a 0. The selection of the code or the bit
combination is left entirely to the discretion of the user,
but it must be loaded only in bit positions D1-D7.

7-2.3 Set Interrupt Control Byte

The next byte in the program sets up the control word for
the interrupt control logic block shown in Fig. 6-1. The
format of this word is shown in Fig. 7-4. In this word, bits
D3-D0 are always 0111. A 1 in the D7 position sets the
interrupt enable flip-flop of the selected port. This means
that the particular port could generate an interrupt. AQin
this position resets this flip-flop and so interrupts cannot
be generated by this port.

Bits D6, D5, and D4 are used only if the PIO is
initialized for the mode 3 operation. Bit D6 enables the
programmer to define the specific conditions that must
exist on the I/O lines for that port to generate an
interrupt. A 1 in the D6 position indicates an AND
function, which means that all I/O lines must go to the
specified logical states for an interrupt to be generated. A
0 in D6 specifies an OR condition, which means that an
interrupt will be generated if any one or more of the I/O
lines go to the specified logical state.

Bit position D5 specifies the high or low state of the I/O
which will be monitored for generating interrupts. A 1in
DS will monitor the I/O lines of that port for the high
logical state and a 0 will monitor them for the low state.

At the option of the programmer, it is possible to
monitor some I/O lines and mask out the rest. Bit position
D4 allows us to do this. A 1 in this position indicates that
the next control byte, input into the PIO, is the mask word
whose format is shown in Fig. 7-5. A 0 in any bit position
of the mask word will monitor the corresponding I/O line
while a 1 will mask out the corresponding line.

D7 Do Ds D4 D3 D2 Dl Do
' V6 Vs Vi Vi V2 Vi 0
Figure 7-3 Format of the Interrupt Vector
D7 D6 D5 D4 D3 D! DI DO
Interrupt : : Mask
Enable AND/OR | Low/High Follows 4] 1 1 1
A SN %,

_p
Identifies Interrupt
Control Word

Only for Mode 3

Figure 7-4 Format of the Interrupt Control Byte
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D7 D6 Ds D4 D3 D2 D1 Do
Interrupt
Enable X X X 0 0 1 1

Figure 7-5 Format of the Mask Control Byte

D7 D6 D5 D4 D3 D2 D1 Do

MB, | MBg | MBs | MBy | MB3 | MB, | MB, | MBg

Figure 7-6 TFFormat of the Interrupt Enable Flip-Flop Control
byte

7-2.4 Interrupt Enable Elip-EFlop Set

The interrupt enable flip-flop can be set or reset by means
of the byte whose format is shown in Fig. 7-6. In this case
a 1 sets the flip-flop and a 0 resets it. Bit positions D3-D0
are always 0011, and this code identifies the byte as the
interrupt enable control word. Bits D6, D5, and D4 can
be any combination of 1s and 0s. We will now show some
examples of how the PIO can be initialized for specific
applications.

7-3 PROGREAMMING THE PIO FOR
A CONTROL BPPLICATION

Example 7-1

In an industrial control application, the RPM of an
electric motor must be maintained within the upper
RPM limit, R,.., and the lower limit, R,;,. In other
words,

Ruw 5 REMSSR.

An RPM value lower than R, is indicated by a digital
1 on signal line §; and RPM value higher than R, is
indicated by a 1 on the signal line S,. If the motor
stalls, because of a sudden surge in the load, the stailed
condition is indicated by a digital 1 on the S; signal
line. Finally, an equipment failure in the motor
controller is indicated by a 1 on the S, line. From the
computer side, the following signals are to be sent to
the motor controller. A high state is used for generat-
ing interrupts.

Special test signal, ST, to initiate the test cycle.
Power turn on signal, Poy.

Increase motor RPM signal, K.

Decrease motor RPM signal, Rp.

[

e

The unique address assigned to the PIO chip is
11101010. Draw a system configuration for this applica-

tion and write a PIO initialization program explaining
how each program byte is constructed. Write the
program in both machine language and hexadecimal
codes.

Solution

From the problem statement it is clear that we will have
to use mode 3 (bit control mode) in this particular
application. The system configuration for this problem
is shown in Fig. 7-7.

For this particular application the status and control
word, to be transferred between the CPU and the PIO
on the DO-D7 bus, is formatted as shown in Fig. 7-8.
Note that the status and control bits are arbitrarily
assigned the various bit positions in this word. The
following procedure is then used for generating the
initialization program.

i. We use port A of the PIO for the mode 3 operation.
Mode 3 is selected by loading the mode select word
from the CPU into the PIO, as discussed in Sec.
7-2.1. The format of this word is shown in Fig. 7-9.

2. Because mode 3 is selected, the next word in the
program to be sent by the CPU is the I/O select
word, which was discussed in Sec. 7-2.1, Fig. 7-2.
This word assigns the various PIO-to-motor con-
troller lines (AO—-A7) as either input or output lines.
In this case, the direction of signal flow is defined in
Fig. 7-7, so the word shown in Fig. 7-10 is loaded
into the 1/O select register of Fig. 6-2.

3. The interrupt vector of the PIO is now loaded. The

format of this byte, which was previously discussed
in Sec. 7-2.2, is shown in Fig. 7-11 for this problem.

4. The interrupt control byte, whose format was

discussed in Sec. 7-2.3 (Fig. 7-4), is now constructed

as shown in Fig. 7-12, where '

a. Bit D7 is a 1 because the interrupt enable
flip-flop is to be set.

b. D6is a 0 because any one of the incoming signals,
S;—S4, must be able to generate an interrupt. An
OR function is used.

c. D5is a 1because the incoming signals S,-S, are
active high according to the problem statement.

d. D4 is a 1 because the next byte in the initializa-
tion program is a mask byte.

5. The next word to be loaded is the mask word, which

was discussed in Sec. 7-2.3, Fig. 7-5. Since lines A3,
A2, Al, and AO are to be monitored, the format of
the word is shown in Fig. 7-13. Note that bits D0-D3
are Us, so lines A0O-A3 will be monitored and the
rest masked out.
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Port A Bus
A7 Special Test
o > ST
Ab | Power ON
1~ = pON
CPU Data Bus 780 AS D Increase RPM
oA ] PIO !
“PU Ad Decrease RPM
£ DO-D7 De > Rp -
Motor Motor
i\3 Low RPM g Controller
Address Bus 2 1
AD-AT Al High RPM g
2
Al Motor Stali
<} 53
P ey 11 2
B/A C/D CF g Controller Failure 84
4 -\ £
MNaote: It is assumed that the signals in and
Address out of the motor controller are
Decoder active low and therefore inverters
are inserted in lines A4-A7

Figure 7-7 System Configuration for Example 7-1 (Mode 3—Bit Control Mode)

D7 D6 D5 D4 D3 b2 DI Do D7 D6 D5 D4 DI D2 DI DO
Speciat | Power | Increase | Decrease | Low | High | Motor | Controller | 0 ) 0
Test | On RPM RPM | RPM |RPM | Stall | Failure ’ ! ! 0
(ST) | (Pon) (Rp) (Rp) (511 | (82) | (83) (S4)
Figure 7-11 The Interrupt Vector for Example 7-1
Figure 7-8 Format of the Status and Control Word for
Example 7-1
D7 D6 D5 D4 D3 D2 Dl DO
D7 D6 D5 D4 D3 D2 D1 DO
1 0 1 1 8] | | |
1 1 X X I 1 1 1
Figure 7-12 Set Interrupt Control Byte for Example 7-1
Figure 7-9 Mode Set Byte for Example 7-1
D7 D6 D3 D4 D3 D2 Dl DO D7 D6 D5 D4 D3 D2 D1 Do
0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0
Figure 7-10 1/O Select Word for Example 7-1 Figure 7-13 The Mask Word for Example 7-1

6. This completes the words required to configure the
PIO chip for our specific problem. Now if one of the
sensors from the motor controller puts a 1 signal on
any of the four lines A0O-A3, an interrupt will be
generated and a status word will be sent by the PIO
to the CPU. The CPU will then send back an
appropriate control word to the motor controller via
the PIO chip. The program for initializing the PIO
for this problem is shown in Table 7-1. Both machine
codes and hexadecimal codes are included.

7-4 PROGRAMMING THE PIO FOR
A BYTE TRANSFER APPLICATION

89

In this section we will show, by means of an example, how
the PIO can be programmed for an application which
requires the transfer of data bytes between a bidirectional
I/O peripheral and the PIO. This means that the PIO must
be operated in mode 2, bidirectional mode. Recall from
Chapter 6 that only port A can be used in mode 2 because
bidirectional data transfers utilize all four handshake
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Table 7-1 INITIALIZATION PROGRAM FOR PROBLEM 7-1

Féii: devimial Machine Language Code

Byte Function Code D7 D6 D5 D4 D3 D2 Dl DO
Mode set byte CF 1 1 0 0 1 1 1 1
I/O select word OF 0 0 0 0 1 1 1 1
Interrupt vector E A 1 1 1 0 1 0 1 0
Set interrupt control B7 1 0 1 1 0 1 1 1
Mask word FO 1 1 1 1 0 0 0 0
lines. The PIO chip is designed such that in mode 2 ARDY D
operation, the port A handshake signals (i.e., A RDY and ASTE
A STB) are used for output control and the port B —
handshake signals, i.e., B RDY and B STB, are used for - {>‘>
input control. Example 7-2 shows how the PIO can be BSTB
programmed for this mode and how the system is Data Bus ) { |
configured for such an application. q:D ‘
280 idiint] > 780 PfATistelne Bidirectional
CPU MT 1 po 10
Example 7.2 - -I.E = AD-AT Peripheral
RD i
A bidirectional, 8-bit parallel /O peripheral whose ok ﬁm (iin ?E

interrupt vector is 9C in hexadecimal code is connected
to port A of the PIO chip. Draw a sketch of the system
configuration. Write the program for initializing the _:D
PIO chip and explain how it is constructed. Show both

machine language and hexadecimal codes for this Figure 7-14 System Configuration for Example 7-2
problem.

Address
Decoder

Solution D7 D6 D5 D4 D3 D2 D1 DO

The system diagram for this problem is shown in Fig.
7-14. Notice that the port A handshake signals are used
for output control signals and port B handshake signals ~ Figure 7-15 Mode Set Word for Example 7-2
for the input control signals.

In Fig. 7-14 two inverters are inserted in the A RDY
and the B RDY lines. This is because it is assumed that
all handshake signals in and out of the I/O peripheral
are active low. 1 0 0 ] | i o 0

To initialize the PIO chip, the mode set word (Fig.
7-1) is loaded first. This is shown in Fig. 7-15. The
Interrupt Vect is the next word to be loaded into the
PIO. The problem statement gives this word to be 9C
and so this word is shown in Fig. 7-16. Finally, the
interrupt enable flip-flop control byte, whose format is p7 D6 DS D4 D3 D2 DI DO
shown in Fig. 7-6, must be loaded. This is shown in Fig.
7-17. The program for initializing the PIO for this ! 0 0| 0| 0 0 1 !
problem is shown in convenient tabular form in Table
7-2. Both machine language codes and hexadecimal gigyre 7-17 Interrupt Enable Flip-Flop Control Byte for
codes are included. B Example 7-2

D7 D6 D5 D4 D3 D2 D1 DO

Figure 7-16 Interrupt Vector Word for Example 7-2
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Hexa-decimal

MACHINE LANGUAGE CODE

BYTE FUNCTION CODE D7 D6 D3 D4 D3 D2 D1 Do
Mode set byte 8F 1 0 0 0 1 1 1 1
Interrupt Vector 9C 1 0 0 1 1 1 0 0
Interrupt enable flip-

flop control byte 83 1 0 0 0 0 0 1 1

7-5 REVIEW QUESTIONS

7-1

7-2

7-3

The following statements relate to the program-
mable features of the PIO chip. Indicate true or
false.

a. — The PIO can be customized to the specific
requirements of a particular application.

b. ___ The initialization program always contains
6 bytes.

¢. — After being initialized, the PIO remains in

that configuration until reinitialized by a
different program.

From the following statements pick out the one(s)

applicable to the initialization program byte

11XX1111.

a. This is the I/O select register control byte.

b. This is the mode set byte.

c. This byte defines the bidirectional byte transfer
mode.

d. This byte must be followed by the I/O select
register control word.

In a PIO initialization program using mode 3
operation, the second byte in the program is
10101010. Indicate true or false for the following
statements which apply to this byte.

a. — Itis the interrupt vector.

b. —_ Lines DO, D2, and D4 are input lines.

¢. — Lines D1 and D7 are input lines.

d. ___ Line D6 is an output line and D3 is an input
line.

From the following interrupt vectors (given in
hexadecimal codes) pick out those than can be
legitimately used in initializing the PIO chip.

a. 88

b. DO

c. 9B

d. EE

e. FF

f. A6

The interrupt control byte of a particular PIO
initialization programis 100001 11 for mode 3

7-7

7-8

operation. Indicate true or false for the following
statements which relate to this byte.

a. — A low state of the I/O lines will be
monitored for generating interrupts.

b. — The interrupt enable flip-flop is reset.

c. — The next word input into the PIO is mask
word.

d. —__ Aninterrupt will be generated if any one or

more of the I/O lines go to a low state.

Construct the interrupt control byte for the initial-
ization program that will satisfy the following
conditions:

a. Monitor the high state of the I/O lines.

Set the interrupt enable flip-flop.

Define only specific I/O lines to be monitored.
Monitor the high state of all the specified I/O
lines.

ao

Bit positions D7 D6 D5 D4 D3 D2 D1 DO

Byte code

Refer to question 7-6. Construct the byte which will
follow the byte resulting from question 7-6 and
which will monitor I/O lines D0, D1, D3, and D6.

Bit positions D7 D6 DS D4 D3 D2 D1 DO

Byte code

Refer to Example 7-1 (Fig. 7-7). Inverters are
inserted in PIO lines A4-A’7 because

a. Signals A4-A7 are output by the PI1O chip.

b. Signals A3-AO0 do not have inverters external to

the PIO chip.

c. Signals A4—-A7 are unidirectional.

d. Signals into the motor controller are active low.
e. Signals into the motor controller are active high.

Refer to the status and control word format for

Example 7-1 and indicate true or false.

a. ___ A single bit for indicating motor RPM
(such as 1 for high and 0 for low RPM)
could have been used instead of two
signals.

b. — Signal 5, from the motor controller is not
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7-10

7-11

7-12
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really necessary because the controller
would fail only if there were a power
failure.

Refer to Fig. 7-8, which is the status and control
byte for Example 7-1. From the following state-
ments pick out those that apply to this byte.

a. The status signals must always be placed on the
lower half of the bus for port A, i.e., on lines
A0-A3.

b. The control signals must always be output on the
upper half of the port A bus, i.e., on lines Ad—
A7.

¢. The assignment of the status and control lines of
port A is arbitrary.

d. No more than four lines may be used for
incoming status signals.

e. No more than four lines may be used for the
outgoing control signals.

Bit D6 of the interrupt control byte for Example 7-1

is a 0 because

a. The low state of the I/O lines is monitored.

b. Any incoming status signal is required to gener-
ate an interrupt.

¢. The high state of the I/O lines is monitored.

d. A mask byte follows this byte.

Indicate true or false for the mask byte for Example

7-1.

a. — This word is included in the initialization
program because bit D4 of the previous
interrupt control byte is a 1.

b. ___ If bit D4 of the previous interrupt control
byte had been a 0, then the mask word of
Fig. 7-13 will contain all 0Os.

¢. — Bits D4-D7 are all 1s because lines Ad—-A7
of the PIO port A are output lines.

7-13

7-14

7-18

7-16

The following statements relate to the system
configuration (Fig. 7-14) for Example 7-2. Indicate
true or false.

a. —__ Lines A7-A4 are used for control signals.

b. ___ Lines A3-A0 are used for status signals.

c¢. — Signals A RDY and A STB are used for
input control.

d. __ Signals B RDY and B STB are used for

output control.

Refer to Fig. 7-14. Inverters are inserted in the A

RDY and the B RDY lines because

a. They are input control lines.

b. They are output control lines.

¢. They indicate the status of the Z80 CPU.

d. All handshake signals in and out of the periph-
eral are assumed to be active [ow.

Indicate true or false for Example 7-2.

a. — The PIO could have used mode 3 for the
operation.

b. ——. Either mode 0 or mode 2 could have been
selected.

¢. — Only mode 2 could have used in this
application.

d. Either mode 1 or mode 2 could have been
selected.

The initialization program for Example 7-2 contains

only 3 bytes because

a. Mode 2 requires only the mode set byte, the
interrupt vector, and the interrupt enable flip-
flop control byte.

b. Only 1 byte of data is transferred at any one
time.

c. Only 4 handshake signals are required for
Example 7-2.

d. Bits D4 and D5 of the mode set byte are both Os.
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780 COUNTER/TIMER
CIRCUIT CHIP

CHAPTER OBJECTIVES

1. To introduce students to programmable timing and counting functions.
2. To present the four independent, programmable channels for timing and counting in the Z80 pnC

system.

3. To describe the operation of the counter mode and the decrement logic triggering by an external

signal.

4. To discuss the operation of the timer mode as well as the prescaler and the down counter.
5. To show how the counter/timer circuit chip fits into and operates in the prioritized interrupt daisy chain

of the Z80 p.C system.

6. To present the interrupt control logic and the protocol involved in the counter/timer operation.

TEXTBOOK REFERENCES

For reviewing material in the main textbook, relevant to
the topics in this chapter, the following chapters and/or
sections are sugggested:

1. For general discussion of

counters and timers Chapter 14

2. For time constant register Sec. 14-2.2
3. For the prescalar Secs. 14-2.3 and
14-6.2
4. For the interrupt feature Sec. 14-2.4
5. For timer mode operation Secs. 14-2.5 and
14-7.2
6. For counter mode operation Sec. 14-2.6
7. For counter-timer chip
architecture Sec. 14-3
8. For chip initialization words Sec. 14-3.2
9. For channel control logic Sec. 14-3.3
10. For prescale factor selection Sec. 14-6
11. For advanced features and
capabilities Sec. 14-9

8-1 INTRODUCTION

The counter/timer circuit chip (CTC) provides four
independent, programmable channels in the Z80-based
pnC system for counting and timing functions. Under
program control, the CTC can be reconfigured to operate
in several different conditions and modes so that it can be
interfaced with a wide variety of I/O devices. When the
CTC is used in the counter mode, an external signal is
used to trigger the decrement logic. It is possible to have
the CTC generate an interrupt when a certain number of
external events have been counted out. In the timer
mode, the CTC generates time intervals by dividing the
system clock by means of a prescaler that decrements a
preset down counter. Time intervals as short as 6.4 ps (for
the Z80 system) or 4.0 ps (for the Z80A system) can be
generated. The time interval is an integer multiple of the
clock period.

The four CTC channels have priorities established so
that they can readily fit into the standard Z80 interrupt
daisy chain, previously described in Chapter 6. Channel 0
has the highest priority, and channel 3 has the lowest.

93
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8-2 PRINCIPAL FEATURES
OF THE CTC

1.The CTC is a third-generation chip which uses the 3

N-channel, depletion mode, silicon-gate technol-

ogy.

2. A single, 5 volt-=5% power supply is required.

3. A single-phase 5-volt clock is used.

4.The chip operates in a temperature environment 4,

of 0° to 70°C.

5. All inputs and outputs are fully TTL compatible.
6.The CTC can be interfaced directly with the Z80 5.

CPU.

7.The CTC can be directly interfaced with the Z80
SIO chip (to be described in Chapter 12) for 6.

generating the desired baud rate.

8. When used in either the counter or the timer mode,
a down counter is provided to indicate to the CPU
the number of counts still to go before zero.

9.A time constant register makes it possible to
reload the down counter when it reaches 0. This
can be done in either the counter or the timer

mode.

10.Either a positive or a negative trigger can be
selected to initiate timer operation in the timer
mode or to monitor for the events count in the

counter mode.

8-3 THE CTC ARCHITECTURE

8-3.1 Generalized CTC Block Diagram

On the computer side, the CTC chip provides I/O
interface logic for transferring data on an 8-bit bus,
DO0-D7. A 7-bit control bus is also present.

. Four independent channels are numbered O through 3.

Channel 0 has the highest priority and channel 3 the

lowest. These four channels can be connected into the

4 consecutive slots of the standard Z80 daisy chain

which was previously discussed in Chapter 6.

A unique interrupt vector can be generated for each

channel. This vector is used to determine the starting

address for that particular channel’s service subroutine.

Also on the computer side, the CTC communicates via

three interrupt vector control lines. Each of these lines

is an unidirectional line.

The internal control logic block primarily deals with

the overall operation of the CTC chip and includes

functions such as the read/write operation, chip enable
and reset functions.

The interrupt control logic works in a manner very

similar to that described in Chapter 6 for this block.

Fundamentally, it performs the following functions:

a. If the IEI is high, the CTC has the priority.

b. During execution of the interrupt service subrou-
tine, the IEO signal is held low, This inhibits
interrupt requests from I/O devices with lower
priorities.

8-3.2 The Channel Logic Bloek
Diagram

1.

1. Figure 8-1 shows a generalized block diagram of the

CTC.
Internal
Control
Logic
CTC Control Bus /.—\

Seven Lines

Figure 8-2 is a block diagram of the block labeled
channel logic in Fig. 8-1. It consists of two counters,
two registers, and the associated control logic.

Zero Count/Time Out 0

Channel O
Logic

—

Clock/Trigger 0
b —r————

Zero Count/Time Qut |

280 cPu
. Bus K Internal Bus
CPU Data Bus Interface

I DO-D7
T N2
IFQO  Interrupt Control Interrupt
< - Control
IEI Lines " Logic

+5 V ——
GND ——————
CLOCK  ———

Figure 8-1 Generalized CTC Block Diagram

Channel 1
Logic

e

Clock/Trigger |
o —

Zero Count/Time Out 2

Channel 2
Logic

T ———

Clock/Trigger 2
F—

=
>
=
D

Channel 3
Logic

} Clock/Trigger 3
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o : D6 1 indicates counter mode
annel Control Time Constant n i 5
Register and Regicter 0 indicates timer mode
f:;%;ﬁ) (8 Bits) D7 1 enables interrupt
0 disables interrupt
5. The prescaler, which is used only in the timer mode,
is an 8-bit register which is programmed by the CPU
lterual Bus (through the channel control register).
. 6. The prescaler divides the input clock frequency (i.e.,
- | 2o Tomnt/ e Out the system clock @) by either 16 or 256. The divided
—] P(’;"E.{”{L“; gl e okl output is used as the clock input to the down counter.
i & - its .3 mer/ ITigger . . . . - . .
GREES BBl e 7. The time constant register is an 8-bit register which is

used both in the counter and the timer operation
modes. As noted in paragraph 4, a 1 in D2 in the
channel control word indicates that the next word
sent to the selected channel by the CPU is a time
constant word, and it is preloaded in the time
constant register. This word is an integer time
constant whose value ranges from 0 to 255, since it is 8
bits long. The 0 is interpreted as 256.

8. When the CTC chip is first initialized, this time
constant value is loaded into the down counter. After
the down counter is decremented to 0, the value in
the time constant register is automatically reloaded
into the down counter.

Figure 8-2 Channel Logic Block Diagram

2. The channel control register and logic receives an
8-bit control word from the CPU when that particular
channel is programmed or selected.

3. The selection of one of the four channels is made by a
2-bit code supplied by the CPU and input to the CTC
chip on two pins (CS0 and CS1) which are connected
to the AO and Al lines of the address bus from the
CPU. The channel codes are shown below in table
form.

4. The format of the control word sent by the CPU, and

loaded into the channel control register, follows: 9. If a new integer is loaded into the time constant

register while that particular channel's down counter
is in the process of counting down, the count down is

D1 D6 D5 D4 D3 D2 DI Do not interrupted. The new time constant is loaded into
R . ' . Load . the down counter only after it reaches 0.

Enaple | Mode | Ranee | Slope | Trigger | Time ) Reset | L 40 The down counter is an 8-bit register/counter which is

always decremented when the CTC is used in either

Luﬁed i Timur_l the counter or the timer mode. It receives its clock @

Mode Only from the divided value output by the 8-bit prescaler.

A high signal is output on the zero count/time out line
The bits of the channel control word have the every time the count reaches zero in this counter.
following meanings: 11. Bit D3 of the channel control word determines how
the down counter is triggered to start counting, i.e.,

DO 1 indicates control word decrementing. If D3 is a 0, the counter is triggered
0 indicates vector automatically and starts decrementing. On reaching a
D1 1 software reset count of 0 the down counter is reloaded with the
0 continued operation starting value (i.e., the time constant) from the time
D2 1 time constant follows constant register. Once started, this process continues
0 no time constant follows until it is stopped by a reset.
D3 1 clock/trigger pulse starts the timer
0 automatic trigger when time constant
is loaded Table 8-1 CHANNEL SELECT CODES
D4 1 selects positive-going edge of clock/trigger Csi )
pulse
0 selectsnegative-goingedge ofclock/trigger Channel 0 0 0
pulse E:a““ei é (]) gl
= » anne
D5 1 indicates prescaled value of 256 et 1 )

0 indicates prescaled value of 16




12.

13.

14.
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If bit D3 of the channel control word is a 1, the
decrementing process of the down counter is started
only when the active edge of the pulse appears on the
clock timer/trigger line as shown in Fig. 8-2. Again,
once it is started, it will continue running until it is
stopped by a reset.

In the generalized block diagram of the CTC chip,
note that the zero count/time out signal is available
from channels 0, 1, and 2 but not from channel 3. This
is due to the package pin limitations. Thus, channel 3
can only be used in those applications which do not
require this signal output from the CTC.

An unusual feature of the CTC is that the CPU can
obtain, or read, the contents of the down counter any
time by performing an I/O operation of the selected
CTC channel. This feature enables the CPU to
determine how many count downs are still to go
before the down counter reaches 0.

8-3.3 Interrupt Contrel Logic and
Protocel

1.

The primary function of the interrupt contro! logic in
the CTC chip (see Fig. 8-1) is to ensure that the
interrupt protocol of the Z80 system is followed by
the CTC.

Again, because of the daisy chain technique, the
priority of any device depends on its relative position
in this chain. The device closest to the CPU has the
highest priority.

Within the CTC chip itself, channel 0 has the highest
priority and channel 3 the lowest. Note that in
accordance with the Z80 interrupt protocol, higher
priority channels can override and interrupt lower
priority channels but not vice versa.

Any channel can be programmed to issue an interrupt
request when its down counter reaches a 0 count.
However, this requires that the CPU be programmed
for the interrupt mode 2.

. On receiving the interrupt acknowledge from the

CPU, the CTC logic determines which of the highest
priority channels is interrupting and will be serviced.
If the IEI signal is active, thereby indicating that the
CTC has priority within the daisy chain, the CTC will
place its 8-bit interrupt vector on the data bus.

D7 D6 Ds D4 D3 D2 D} Do

v7 V6 Vs

(% Y _ 7\ J
Preloaded During CTC Channel Always 0
Initialization Identifier

6. The format of the CTC interrupt vector is shown
here. Note that this word is identified by bit D0 being
always 0, as opposed to the previously discussed
channel control word whose DO bit is always 1.

7. Bits D3-D7 of the interrupt vector are preloaded
during the initialization of the CTC chip. Bits D2 and
D1 represent a 2-bit code identifying the interrupting
channel. These two bits are generated and inserted
into the vector by the Interrupt Control Logic of the
CTC. The table below shows the codes for bits D2
and D1.

8. The interrupt vector is utilized by the CPU as the
least significant 8 bits of a 16-bit pointer which
provides the starting address of interrupt service
subroutine for the particular channel. The upper 8
bits of this pointer are provided by the contents of the
I register in the CPU.

9. Students are referred to Fig. 4-1, which graphically
represents how the pointer is concatenated and the
service subroutine is called out.

10. A system convention requires that all the 16-bit
addresses, which are prestored in the interrupt service
subroutine table in the memory, should have their
low-order byte placed in an even location in the
memory. The high-order byte is then placed in the
next highest location, which will always be an
odd-numbered address. Thus, the LSB of any inter-
rupt vector will always be even as indicated by a 0 in
the DO position.

11. The last instruction in all interrupt service subroutines
is RETI, which initializes the daisy chain enable line
IEO. This ensures proper control for handling priori-
ties in the interrupt system. The CTC monitors the
CPU data bus, decodes this instruction, and executes
1t.

8.4 PACKAGE PIN ASSIGNMENTS
AND FUNCTIONS

The CTC is contained in a standard 28-pin DIP package.
The various pins and their respective functions, along with

Table 8-2 INTERRUPTING CHANNEL
IDENTIFICATION CODES

D2 DI
Channel 0 0 0
Channel 1 0 1
Channel 2 1 0
Channel 3 1 1




their designations, are presented in convenient tabular
form. Functionally, the pins can be divided into five
groups, as shown in Fig. 8-3. Note that some of the lines
are shown as unidirectional and others as bidirectional. In
the latter group, some of the lines may indicate signal flow
in one direction and others in the other direction. The
function tables clarify these with the following arrow
symbols:

CTC — Indicates signals flowing from the CTC
CTC <« Indicates signals flowing into the CTC
CTC < Indicates bidirectional flow on the same line(s)

8-5 THE OPERATING MODES
8:5.1 Sefting Up the CTC Chip

1. When power is turned on, the CTC chip goes into an
undefined and unpredictable staie. Recall that the
RESET signal from the CPU puts the CTC into a
certain state, which accomplishes the following:

a. The interrupt-generating capabilities of the CTC
are disabled.

b. The zero count/time out and the INT output lines
are put into the inactive state.

¢. The D0-D7 bus lines go into the high-impedance
states.

d. The IEO line is set to the same state as the IEI line.

2. However, the RESET signal does not program the
CTC chip. Before the desired channel can perform any
timing or counting function, the CTC must be pro-
grammed with the following three words, in the given
order:

Table 8-3 DATA TRANSFER BUS GROUP
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a. The interrupt vector. This 8-bit word is loaded into
the interrupt control logic of the CTC. The func-
tion, format and operation of this word is explained
in Sec. 8-3.3.

b. The channel control word. This 8-bit word is loaded
into the channel control register. The format of this
word is explained in Sec. 8-3.2.

c. The time constant word. This 8-bit word is loaded
into the time constant register. It contains an
integer whose value ranges from 1 to 256. When all
8 bits are zero, it is automatically interpreted as
256.

3. We will now explain the operation of each mode in
more detail.

8-5.2 Operating in the Counter Meode

1. When set up in this mode, the function of the CTC chip
is to count the number of signals or pulses input to the
preselected CTC channel on the CLK/TRG line.

CPU Data Bus

<i g Bits D'
CTC Control
i Seven Lines D Z80/CTcC Channel Signals
ZBOA/CTC

Interrupt Control
Q Three Lines i>

Power Supply and Clock
[ Three Lines |

Figure 8-3 Block Diagram of CTC Package Pin Groups

Pin Signal Flow
Designations Directions Functions
D0-D7 CTC & 8-bit, tristate, CPU data bus, is active high. It is used for data and commands

transfer between the CTC and the CPU.

Table 8-4 POWER SUPPLY AND CLOCK GROUP

Pin Signal Flow
Designations Directions Functions
o] CTC «— Single-phase TTL level clock input.
+5V CTC This is the single power supply of 5 volt-=5% that is required.
GND CTC «— This is the power supply ground.




Table 8-5 CTC CONTROL GROUP

Functions

2-bit binary code for selecting one of the four channels on the CTC chip during
I/O operations. Generally connected to lines AO-Al of the CPU address bus.

Machine cycle 1 signal, active low, is a SYNC pulse from the CPU. When M1
and RD are simultaneously active, the CPU is fetching an instruction from the
memory. When M1 and TORQ are simultaneously active, the CPU is ac-
knowledging an interrupt. The CTC then places its interrupt vector on the CPU
data bus, provided it has the highest priority and an interrupt has been re-
quested by a CTC channel.

1/0 request from CPU signal, active low, is used for transferring data between
CPU and CTC as well as for sending channel control words to the CTC. The
CTC write cycle is initated by the active status of CE and TORQ signals and
inactive of RD. (Note: CTC does not receive a specific external write signal but
generates its own by inverting the RD signal.) A CTC read cycle is initiated by
simultaneous activation of CE, TORQ, and RD signals and the contents of the
down counter are transferred to the CPU on the data bus. When TORQ and M1
are simultaneously active, the CPU is acknowledging an interrupt and so the
highest-priority channel sends its vector to the CPU via the data bus.

Read cycle status, active low, signal when used simultaneously in conjunction
with CE and TORQ, it signals the CTC to transfer contents of the down counter
to the CPU. During the write cycle, it is inactive while the other two are active.
The CTC then accepts channel control word from the CPU or data transfers
between CTC and the CPU.

Chip enable, an active low signal that informs the CTC to transmit the contents
of the down counter to the CPU during the read cycle. During the write cycle,
it informs the CTC to accept either control words, time constant words, or
interrupt vectors from the CPU.

Pin Signal Flow
Designations Directions
CS0-CS1 CTC «—
M1 CTC —
IORQ CTC «—
RD CTC «—
CE CTC +——
RESET CTC «—

Reset signal, active low. Stops the down counting process of all channels in the
CTC and resets the interrupt enable bits in all control registers. This kills all
interrupts generated by the CTC. Also, the zero count/time out and the INT
output lines are put into the inactive states. The D0-D7 bus lines go into the
high-impedance states, and the IEO line is set to the same state as the IEI line.

Table 8-6 THE INTERRUPT CONTROL GROUP

Pin Signal Flow
Designations Directions Functions

INT CTC — Interrupt request. Is active when the down counter of any channel in the CTC
that is programmed to enable interrupt reaches the 0 count.

1EI CTC ¢— Interrupt enable in, active high. Used in the system-wise priority interrupt daisy
chain. A high or active signal indicates that no other I/O device with higher
priority is being currently serviced.

IEO CTC — Interrupt enable out, active high. Also used in the priority interrupt daisy

chain. It is active only when IEI is active and the CPU is not servicing an
interrupt from any other CTC channel. When low, it blocks interrupt signals
from lower-priority I/O devices from interrupting while it is being serviced.

98
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Table 8-7 CHANNEL SIGNALS GROUP
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Pin Signal Flow
Designations Directions Functions
CLK/TRG- CTC & External clock timer trigger, active either high or low as selected by the user.
CLK/TRG; Four such lines are available for each independent channel. When used in the
counter mode, the signal transition (i.e., either from high to low or low
to high, as predefined) decrements the down counter. When used in the
timer mode, the signal transition initiates the timing function.
ZCITOg- CTC —— This is the zero count time out signal, from channels 0, 1, and 2 only, which is
ZCITO, active high. When the down counter goes to 0, in either the counter or the

timer mode, this signal goes high.

Table 8-8 PIN NUMBER ASSIGNMENTS

Pin Pin Pin Pin
Designations Numbers Designations | Numbers
CPU Data Bus Channel Signals
DO 25 CLK/TRG 0 23
D1 26 ZCITO 0 7
D2 27 CLK/TRG 1 22
D3 28 ZCITO 1 8
D4 1 CLK/TRG 2 21
D5 2 ZC/TO 2 9
D6 3 CLK/TRG 3 20
D7 4
CTC Control Interrupt
Cso 18 Control
CS1 19 INT 12
CE 16 IEI 13
M1 14 IEO 11
IORQ 10
RD 6
RESET 17
Power Supply
and Control
5 volts 24
GND 5
@ 15

Each input signal then decrements the contents of the
counter. Notice that the time constant word had
previously been loaded into the down counter.

When the down counter reaches 0, a pulse is output on
the ZC/TO line of that particular channel. As previ-
ously explained, this output is available only for
channels 0, 1, and 2 (because of pin limitations on the
package).

When the down counter reaches 0, an interrupt request
signal (INT) is generated and sent to the CPU,

provided the channel has been programmed to do so
by bit 7 of the channel control word.

Notice that the incoming signal on the CKL/TRG line
can be programmed (by means of bit D4 of the channel
control word) to respond to either the positive-going or
the negative-going edge of this pulse.

The CLK/TRG pulse inputs do not have to come into
the CTC at regular timer intervals. They can, and do,
come randomly. However, the down counter will not
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decrement until the next clock ¢ following the CLK/

TRG input.

7. When the down counter reaches 0, the time constant
register automatically reloads this counter with the
8-bit time constant word.

8. If a new time constant word is written into the time
constant register while the counter is in the decrement-
ing process, the current count will be completed. The
new time constant will be loaded only after the down
counter has been decremented to zero.

8-5.3 Operating in the Timer Mode

1. When programmed in the timer mode, the function of
the selected CTC channel is to provide a signal on the
ZC/TO line when a certain preestablished time has
elapsed.

2. Theelapsed time can be programmed by the user and
is the product of three factors. Two of these three
factors are variable and directly controllable by the
programmer. The elapsed time is given by the equation

T.=t x PEx TC

where T, is the elapsed time,
t. is the system clock period,
PF is the prescaler factor, and
TC is the 8-bit irfteger time constant.

3. The operation of this mode is relatively simple. The
system clock @ is passed through two counters which
divide the clock [requency at each stage. First, the
prescaler issues an output once every 16 or 256 input
pulses of the clock ¢. This is then used as input clock
for the down counter, wkich is preloaded with a time
constant.

4. If D3 of the channel control word is reset to 0, the CTC
willstart the timing operation automatically at the start
of the CPU cycle following the I/O write cycle that
loads the TC data word in the selected channel.

5. If D3 is set to 1, then the timing operation starts on the
second succeeding positive-going edge of @ after it
receives the trigger active edge on the CLK/TRG line
of that channel.

6. If D2 of the channel control word is a 0, indicating that
no time constant word follows, then the CTC starts the
timing operation on the second succeeding positive-

going edge of the clock ¢ after the timer trigger edge
following the control word inserted in the CTC.

7. When D7 of the channel control word is set to 1, the
interrupt-generating capabilities of the CTC are en-
abled and an interrupt request signal (INT) is sent to
the CPU every time the down counter reaches a 0.

8. The Z80 system now has the following three clock
speeds available:

Z-80 2.5 MHz
Z-80A 4.0 MHz
Z-80B 6.0 MHz

Using the TC range of 1 -256 and the prescaler factor
of 16 or 256, the elapsed time range available for each
of three systems is calculated from the equation in
paragraph 2 above and given as follows:

For Z-80, 6.4 ps to 26.214 ms
For Z-80A, 4.0 us to 16.834 ms
For Z-80B, 2.65 ps to 10.88 ms

8-6 THE CTC TIMING

In this section we discuss the timing involved in the write
cycle, the read cycle, and the counting and timing modes
as well as the interrupt acknowledge and the return from
the interrupt cycle. In the following timing charts, notice
that the clock phases are shown as perfect rectangular
waves. This is done only for convenience. Actually each
clock pulse has its own rise and fall times. The rise and fall
times of the other signals are shown as appropriate. The
clock pulses are used in these charts simply for reference
purposes and therefore they are shown as rectangular
pulses.

8-6.1 The CTC Write Cycle

1. The write operation in the CTC refers to the operation
involved in initialization of the chip. In other words,
this relates to the acceptance of the channel control
word, the time constant word, and the interrupt vector
sent by the CPU.

2. Note that the CTC does not have a separate write
signal input. A write signal is internally generated
when the RD signal goes high.

3. The timing chart for the write operation is shown in
Fig. 8-4. During or before clock period T1, the RD
goes high. This prepares the CTC chip for the write
cycle.

4. During clock period T2 the CPU initiates the write
cycle by putting the chip enable, CE, and the IORQ
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Figure 8-4 CTC Write Cycle Timing

signals in the active or low state. Notice that during this
time MI must be inactive—that is, in the high state—
otherwise it will be misinterpreted as an interrupt
acknowledge cycle.

5. Also, during the T2 clock period, the two-input
channel select code appears on lines CSO and CS1.
This, of course, specifies which of the four available
CTC channels is selected for that particular operation.

6. Then, during T2, the CPU puts the word to be written
into the CTC chip on the CPU data bus lines D0-D7.

7. the TW wait state is automatically inserted by the
CPU. At the leading edge of clock ¢ T3 the word
output by the CPU is latched into the appropriate
internal register of the CTC.

8-6.2 The CTC Read Cycle

1. The function of the read cycle involves reading of the
current contents of the down counter by the CPU. This
operation does not destroy or alter the contents of the
down counter.

2. The CPU initiates the read cycle during the T2 clock
period by both the RD and the TORQ signals going to
the active or low states. Note that the CE is also active
during this time.
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3. At the same time, the 2-bit binary code CS0 and CS1
also appears and selects the appropriate channel.

4. Once again note that the MI signal is inactive (i.e.,
high) during this time, thereby ensuring that this cycle
is not misinterpreted as an interrupt acknowledge
cycle.

5. The contents of the down counter are then placed on
the CPU data bus during the rising edge of the clock @
T3 as shown in Fig. 8-5. Notice that this word is
available on the data bus only during the T3 period.

6. The wait state TW is automatically inserted by the
CPU.

8-6.3 The CTC Counter Mede

1. Figure 8-6 shows the timing of the CTC operation in
the counter mode. The function of the CTC in this
mode is to count the number of incoming signals on the
CLK/TRG input and then output a signal on the
ZC/TO line when the preestablished number of incom-
ing signals has been counted by the down counter
going to 0.

™ I T3 | Tl

»

e

2

=

L=
L
—|—---

X Channel Address X
CSg-)
IORQ \ /
RD \ /
— r
M1 /

e,

DATA Out

i

Figure 8-5 CTC Read Cycle Timing
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2. In the example shown in Fig. 8-6 the CTC is
programmed to respond to the positive-going input
signals on the CLK/TRG line. (Note: This is accom-
plished by a 1 bit in the D4 position of the channel
control word.)

3. Each incoming signal on the CLK/TRG line decre-
ments the down counter. This is of course synchron-
ized with the clock @.

4. In Fig. 8-6 notice that the CLK/TRG pulse, identified
as 1, is the last input that makes the down counter go
from a 1 to a 0. At the rising edge of the next clock g,
T2, the down counter goes to 0. Almost immediately a
pulse is sent out on the ZC/TO line.

8-6.4 The CTC Timer Mode

1. Figure 8-7 shows the timing of the CTC operation in
the timer mode. The function of the CTC in this mode
is to provide a signal on the ZC/TO line when a
certain, preprogrammed time interval has elapsed after
the timing operation has been started.

2. In this mode a trigger pulse at the CLK/TRG input
starts the process. The CTC could be triggered by
either the positive-going or the negative-going edge,
depending on how the D4 bit is programmed in the
channel control word.

3. As seen in Fig. 8-7, the internal timing process starts
on the leading edge of the next clock & (i.e., T2 in this
case), since the trigger input can arrive at the CTC any
time. In other words it is an asynchronous input.

4. When the programmed time has elapsed, as indicated
by the down counter reaching 0, a pulse is sent out on
its ZC/TO0 line, such as the one shown in Fig. 8-6 for the
counter mode.

5. The pulse on the ZC/TO0 line is not shown in Fig. 8-7,
since the elapsed time is a variable quantity which is
different in each application.

|
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Figure 8-6 CTC Counter Mode Timing
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Figure 8-7 CTC Timer Mode Timing

8-6.5 Interrupt Acknowledge Cyecle
Timing

1. As we have previously discussed, the CT'C has the
capability of being programmed for the generation of
an interrupt request signal INT every time the down
counter reaches zero.

2. Figure 8-8 shows the timing involved in the interrupt
acknowledge cycle.

3. Sometime after receiving an INT signal, the CPU
acknowledges the request by activating the MI and
TORAQ lines.

4. During this time the RD line is deactivated (i.e., is
high}; otherwise it might be interpreted as an instruc-
tion fetch cycle.

5. In Fig. 8-8 notice that the IORQ signal is activated
about two clock periods after the MI is activated.

ITIiT!!TWi1TW2!T31T4]

CLOCK @ I | | | I I I l I I l | I

M1 \ /
ORQ \ /
RD

IE] / \

Figure 8-8 Interrupt Acknowledge Cycle Timing
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Figure 8-2 Return from Interrupt Timing

When M1 is active, the channels cannot change their
interrupt status, thus ensuring that the daisy chain lines
have ample time to stabilize.

During this time interval the interrupt logic in the CTC
chip will determine the highest priority channel re-
questing the interrupt.

. The two wait states, TW1 and TW2, are automatically

inserted by the CPU to enable the daisy chain lines to
stabilize.

. Then, during the TW1 clock period, if the CTC IEI

input is put in the high state by the external device
(thereby indicating that it has the highest priority in the
daisy chain), the CTC places the appropriate interrupt
vector on the CPU data bus since both IORQ and IEI
are active.

8-6.6 Return from Interrupt Timing

i.

At the end of each interrupt service subroutine, the
RETI instruction is used. This instruction sets up the
daisy chain for proper control of the interrupt priority
handling logic for the daisy chain.

. Figure 8-9 shows the timing involved with the execu-

tion of the RETI instruction. The 2-byte RETI code is
internally decoded by the CTC.

The EDH OP code is placed on the data bus when M1
and RD are simultaneously active. The IEI line is then
activated, and if the following op code is 4DH, then
the I/O device which is being serviced will be reinitial-

ized. After transfer of the 4DH OP code, the IEO line
is activated.

8-7 REVIEW QUESTIONS

81

8-2

The following statements refer to the CTC chip.

Indicate true or false.

a. __ The four channels on the CTC are indepen-
dent of each other.

b. — When used in the counter mode, the CTC
counts the number of pulses input to it.

¢. —_ When used in the timer mode, the CTC

generates time intervals by dividing the

system clock frequency.

When used in either counter or timer

mode, channel 3 has the highest priority

and channel 0 the lowest.

e. — The CTC can be directly interfaced with
the Z80 SIO for generating the required
baud rate.

Answer
a.

yes or no for the CTC chip.

When used in the timer mode, can the
CPU read the number of counts still to go
before 07 :

In either counter or timer mode, when the
down counter reaches 0, can it be reloaded
automatically?

Is it possible to initiate timer operation by
means of a negative-going trigger?

Ol
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8-3

8-4

8-6
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Refer to the generalized CTC block diagram of Fig.
8-1 and indicate ture or false.

a. __ The four channels can be connected into
four consecutive slots of the Z80 daisy
chain.

b. —__ A single interrupt vector is used as a

common service subroutine starting ad-
dress for all four channels.

¢. —__ The interrupt control lines between the
CTC and the CPU are all bidirectional
lines.

d. ___ The read/write, chip enable and reset

functions are handled by the block labeled
interrupt control logic.

e. — During the interrupt service subroutine
execution, the IEO signal is held high.
f. . During the interrupt service subroutine

execution, the IEQ signal is used to inhibit
interrupt requests from I/O devices with
lower priorities.

The following statements relate to the channel logic

block diagram of Fig. 8-2. Fill in the blanks.

a. The channel control register receives
control word from the
CPU; /O devices; channely_;).

b. One of the four channels is selected by a
bit code from the CPU on the
pins. (2; 4; 6; 8; CSy-1; ZC/TO; CLK/TRG)

c. The CTC pins CS, and CS, are usually connected
to the and lines from the CPU.
(DO; D1; A0; Al; ZC/TOg; ZCITO,)

d. Bit of the channel control word
selects the prescaler value of ___ or

. (D3; D5; D7; 8; 16; 64; 128; 256)

Indicate true of false for the channel logic block
diagram of Fig. 8-2.

bit
. (6; 8; 16;

a. __. The prescaler is used only in the counter
mode.

b. — The divided output of the prescaler is used
as the clock input to the down counter.

¢. .. The time constant register is used in both
the counter and the timer operation
modes.

d. ___ The time constant is an integer whose value
ranges from 0 to 255.

e. . The time constant is loaded into the down

counter when the CTC is first initialized.

Fill in the blanks for the down counter operation.
a. Thedowncounteris____ whenusedin
the counter mode. (incremented; decremented)
b. The down counter is when used in
the timer mode. (incremented; decremented)
c. If of the channel control word is a

8-10

, the down counter is triggered automati-
cally. (D3; D6; 0; 1)

d. The down counter is triggered by the active edge
of the CLK/TRG pulse only when bit of
the channel control word is a . (D1, D2;
D3; D4; 0; 1)

The following statements relate to the interrupt
control logic and protocol. Indicate true or false.
a. . For the down counter to generate an
interrupt request, the CPU must be pro-
grammed for mode 2 operation.
. —. Higher-priority channels can override the
lower-priority channels.
c. —— If the IEI signal is active, the CTC places
its interrupt vector on the data bus.
d. ___ Bits D3-D7 of the interrupt vector are
preloaded during the CTC initialization.
e. . The interrupt vector is utilized by the CPU
as the least significant 8 bits of a 16-bit
pointer.

[=2

The following statements apply to the 16-bit pointer
which provides the starting address of the interrupt
service subroutine. Indicate true or false.

a. ___ The upper 8 bits of the pointer are pro-
vided by the R register of the Z80 CPU.
b. — 16-bit starting addresses of the interrupt

service subroutines are prestored in a table
in the memory.

¢. — The low-order byte of the address is placed
in an even location in the memory.

d. ____ The LSB of the interrupt vector will always
be a 0.

e. — The first instruction in all interrupt service

subroutines is always the RETI instruction.

Fill in the blanks in the following statements.

a. The machine cycle 1 signal is active ..
(high; low)

b. The CPU is fetching an instruction from the
memory when M1 and are simultane-
ously active. (RD; TORQ; CE)

c. The CPU is acknowledging an interrupt when
M1 and are simultaneously active. (CE;
IORQ; IEO; IEI; RESET)

d. Assuming that it has the highest priority, the
CTC places its interrupt vector on the CPU data
bus after and are
simultaneously active. (RD; CE; RESET;
TORQ; TEI; M1)

Name the signal that the CPU sends
to the CTC for sending the channel control word to

the CTC as well as for transferring data between the
CPU and the CTC.
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8-12

8-13

8-14

8-15

8-16

The CTC write cycle is initiated by the active status
of and signals and the
inactive status of the signal. (CE; RD; M1; IORQ)

To transfer the contents of the down counter to the
CPU, the following signals must be simultaneously
active (circle all that apply):

meRp T
g
-

Circle those signals that are active during the CTC
write cycle.

IEO
IEI

meapTs

Which of the following signal(s) will stop the down
counting process of all channels in the CTC?
a. RESET

c. TORQ
d. Mi

Which of the following signal(s) will reset the
interrupt enable bits in all control registers? (Circle
the one(s) that apply.)

a. RD

b. M1

c¢. RE

d. IORQ

%

Channel 1 is programmed to enable interrupt.
Which of the following signal(s) will be issued by
the CTC when the down counter reaches 0?

a. RESET

b. IEI

c¢. INT

d. IORQ

8-17

8-18

8-20
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The following statements apply to the signals that
are communicated between the I/O devices and the
various CTC channels. Indicate true or false.

a. — The CLK/TRG signal can be selected to be
active either high or low.
b. — When used in the timer mode, each prede-

fined signal on the CLK/TRG pin decre-
ments the down counter.

¢. —— When used in the counter mode, each
predefined signal on the CLK/TRG pin
initiates the timing function.

d. _ When the down counter goes to 0, the
ZC/TO output signal goes high.

Does the reset signal program the CT'C chip? Check
one.

f; oom Xes:

b. . No.

Indicate true or false for the CTC counter mode

operation.

a. —__ The CLK/TRG inputs do not have to come
to the CTC at regular time intervals.

b. —_ The new time constant will be loaded only
after the down counter has decremented to
0.

¢. . When the down counter of channel 3
reaches 0, a pulse is output on the ZC/TO;
line.

d. . When the down counter reaches 0, the time

constant register reloads the down counter
with the time constant word.

The following statements relate to the CTC timer

mode operation. Fill in the blanks.

a. The elapsed time is given by the
of the system clock period, the prescaler factor,
and the time constant. (sum; product)

b. The system clock ¢ is passed through two

which the freq-
uency at each stage. (register; counters; adds;
divides; multiplies)

¢. The output of the is used as an
input clock for the . (prescaler;
clock g¢; down counter; time constant register)
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THE CTC CHIP

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

1. To introduce the concept of customizing the CTC chip for specific applications involving counting and
timing functions.

2. To describe the function and format of the channel control word.

3. To discuss the function of the time constant register and the format of the time constant data word.

4. To present and discuss the formation of the 16-bit pointer for the starting address of the interrupt
service subroutine when the CTC is programmed for mode 2 interrupt response.

5. To set up and program the CTC chip for a typical operation in the counter mode by means of an
example.

6. To demonstrate how the CTC can be programmed for the timing operation by means of a typical
example.

TEXTBOOK REFERENCES 9. For channel control logic Sec. 14-3.3

For reviewing material in the textbook, relevant to the 10, For prescale factor selection Sec, 14-6

topics covered in this chapter, the following chapters 1. For counter applications Sec. 14-8.1
and/or sections are suggested: 12. For timer applications Sec. 14-8.2

1. For general discussion of

counters and timers Chapter 14
2. For the time constant 8-1 INTRODUCTION
3 ;EEE:I | gec. 11:323 d The CTC is a programmable interface chip which, under
s EOLEIE Prescaiar o 80 program control, can be customized to perform functions
y 14-6.2 for specific applications within certain limits. Customizing
4. For the interrupt feature Sec. 14-2.4 the CTC requires that the chip be set up first by means of
5. For timer mode operation Secs. 14-2.5 and an initialization program, which in this case consists of
14-7.2 only thiee words. In this chapter we describe the
6. For counter mode operation Sec. 14-2.6 initialization process and the words involved in such a
7. For counter-timer chip program. Also, examples are included to show how this
architecture Sec. 14-3 chip can be programmed for some typical counting and
8. For chip initialization words Sec. 14-3.2 timing applications.
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9-2 THE PROGRAMMING WORDS

In this section we describe and discuss the formats of the
various initialization words. These words are presented in
the sequence in which they would be included in the
initialization program.

9-2.1 The Interrupt Vector

For interrupt operations with the CTC, the Z80 CPU must
be programmed for mode 2 interrupt responses. This
mode, which is the most versatile and powerful interrupt
response, was described in Chapter 4. Students are
referred to Sec. 4-4.6.3 and Fig. 4-1 for a review of this
mode.

In mode 2 interrupt response, the CPU receives an
interrupt request from one of the CTC channels and then
responds with an interrupt acknowledge. The true or
effective starting address of the appropriate interrupt
service subroutine is stored in a starting address table in
the memory. This address is called out by a 16-bit address
pointer, using the indirect addressing mode. This 16-bit
pointer is formed by concatenating the prestored contents
of the I register in the CPU, which forms the upper 8 bits,
and the 8-bit vector provided by the CTC, which forms the
lower 8 bits. Figure 9-1 shows the formation of this
pointer. Notice that bit 0 of this vector is always 0. The 0
in bit 0 position of the vector identifies it as the interrupt
vector. As we shall see in Sec. 9-2.2, a 1 bit in bit 0
position will identify it as a channel control word. The
2-byte effective starting address of the subroutine is
always stored in the table in the memory with the
low-order byte first and the high-order byte in the next
addressed location. Since bit 0 of the interrupt vector is
always a 0O, this means that the 16-bit pointer will always
point to an even address in the starting address table.

During initialization of the CTC, the interrupt vector is
loaded first. The format of this 8-bit word was previously
presented in Sec. 8-3.3. For convenience it is repeated in
Fig. 9-2. In this word the upper 5 bits, D3-D7, are
supplied by the programmer. Bit DO is always a 0 (as
previously explained). The 2 bits for positions D1 and D2
are automatically supplied by the interrupting channel

Prestored in _ Vector Supplied
I Register by CTC
Lower 8 Bits
Upper 8 Bits |
1 0
R
Always 0

Figure 9-1 Pointer for Interrupt Subroutine Starting Address
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D7 D6 D5 D4 D3 D2 D1 Do

Vi Vé Vs V4 V3 X X 0

[N J \ J \
Supplied by the Programmer Identifying Code Always 0
During Initialization Automatically
Inserted by the
Interrupting
Channel

Figure 9-2 Interrupt Vector Format

according to the codes in Table 8-2. These codes are also
repeated for convenience in Table 9-1.

During initialization the CPU writes the interrupt vector
into the CTC chip by writing into the I/O port address
corresponding to channel 0 of the CTC. This means that
bits D2, D1, and D0 must all be 0 during the writing in
process. Also remember that channel 0 has the highest
priority and channel 3 the lowest.

9:2.2 The Channel Contrel Werd

The next word in the initialization program is the channel
control word which is loaded in the 8-bit channel control
register. (See Fig. 8-2.) The format of the channel control
word and the function of each bit in that word were
described in Sec. 8-3.2 in reasonable detail and will not be
discussed here. However, for convenience, the format of
the channel control word is repeated in Fig. 9-3 and the
meanings of each of the bits are also given following Fig.
9-3. Note that bit position DO is always a 1 for the channel
control word.

D0 Word identifier

Always 1 for channel control word
D1 Reset

1 Software reset

0 Continued operation

Table 9-1 INTERRUPT CHANNEL IDENTIFICATION
CODES

D2 D1
Channel 0 0 0
Channel 1 0 1
Channel 2 1 0
Channel 3 1 1
D7 D6 D5 D4 D3 D2 D1 DO
Interrupt Load
. Mode | Range { Slope | Trigger Time Reset | 1
Enable Constant
| Used Only in l
Timer Mode

Figure 9-3 Channel Control Word Format
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D2 Load time constant

1 Time constant follows

0 No time constant follows

Trigger

1 Clock/trigger pulse starts the timer

0 Automatic trigger when time constant is loaded
Slope

1 Selects positive-going edge of clock/trigger pulse
0 Selects negative-going edge of clock/trigger
puise

Range

1 Indicates prescaled value of 256

0 Indicates prescaled value of 16

Mode

1 Indicates counter mode

0 Indicates timer mode

Interrupt enable

1 Enables interrupt

0 Disables interrupt

D3

D4

D5

D6

D7

The following additional explanations are intended to aid
students in understanding and composing the channel
control word for the initialization program.

1. When bit D1 is set (i.e., it is a 1), the channel involved
stops the timing or the counting process. In other
words, the current operation of the channel is termi-
nated. However, if both bits D1 and D2 are concur-
rently 1, the channel will resume operation when a
time constant word is loaded. If D1 is a 0, the channel
continues with the current operation.

2. A 1 in the D2 bit position informs the logic in the
selected CTC channel that the next word is a time
constant word which should be loaded into the time
constant register (Fig. 8-2). A 0 in this bit position
indicates that no time constant is to follow and that this
channel control word is written to update the status of
the channel that is currently in operation.

3. Bit position D3 is active only when CTC is operating in
the timer mode. When this bit is set, an external trigger
pulse starts the timing operation after the leading edge
of T2 of the machine cycle following the one that loads
the time constant word as shown in the timing chart of
Fig. 8-7.

4. A 0inthe D7 position disables the interrupt-generating
capability of the selected CTC channel. On the other
hand, a | in this position results in the generation of an
interrupt signal on the INT line every time the down
counter reaches the 0 condition. This feature is applica-
ble in both the timer and the counter modes. It is of
course possible to write an updated channel control
word while the particular channel is already in opera-
tion. Insuch a case, if the previous channel control word

had a 0 in the D7 position, then a 1 in the updated word
will not preempt the previously defined condition and
generate an interrupt when the down counter reaches
the 0 count condition. The conditions specified by the
updated channel control word become operative only
after completion of the process defined by the previous
channel control word.

9.2.3 The Time Constant Werd

The format of the time control word, which is loaded into
the time constant register of Fig. 8-2, is shown in Fig. 9-4.
It is an 8-bit word whose integer value ranges from 1 to
256. If all 8 bits are 1s, its value is 255. If all 8 bits are Os,
its value is interpreted as 256.

The logic of the CTC is designed such that a channel will
not operate, in either the counter or the timer mode,
unless a time constant word is previously loaded in the
time constant register of that channel. This means that in
the initialization program, bit position D2 of the channel
control word must contain a 1. If it is a 0, it only means
that the channel is already in operation and that the new
channel control word is only an update. Note that the time
constant word can be written into the time constant
register at any time without interfering with the operation
of the down counter, which may currently be in the
process of counting down. The down counter will continue
decrementing to 0 and the new time constant word will be
loaded into it only after the count has reached 0.

9.3 PROGRAMMING FOR COUNTER
APPLICATIONS

Example 9-1

The interrupt page address register in the CPU (the I
register) is preloaded with 1Dy and the CPU is
preprogrammed for mode 2 interrupt response. The
starting address table is stored from memory location
1D18y to 1D1Fy. Channel 0 is operated in the counter
mode and interrupt logic is enabled. The channel is
operated with the initial time constant of 3Ey and the
down counter is decremented on the positive-going
edge of the input trigger pulse. Channels 1, 2, and 3 are
inactive. Write the program words required to initialize

D7 D6 D5 D4 D3 D2 D1 Do

MSB| TC7 | TC6 | TCS | TC4 | TC3 | TC2 TCO | LSB

Figure 9-4 Time Constant Word Format



the CTC for this problem in both hexadecimal and
machine codes and explain what you did and why.

Solution

The first initialization word that must be loaded in the
CTC chip is the interrupt vector. Since the address of
the starting address table, stored in the memory, starts
with 1D18, the pointer for the chanrel O interrupt
service subroutine is 1D18y. Since 1Dy is preloaded into
the I register of the CPU, the interrupt vector from the
CTC must supply the lower 8 bits of the pointer as
shown in Fig. 9-1. Therefore, the interrupt vector for
channel 0 must be 18y. The machine code for this is
shown below.

D7 D6 D5 D4 D3 D2 D1 DO
0 0 0 1 1 0 0 0

As explained in Sec. 9-2.1, bit D0) is a 0. The five
high-order bits (i.e., D7-D3) are supplied by the pro-
grammer. Although bits D2 and D1 are given as 0 and 0,
respectively, the interrupting channel will automatically
insert its proper identifying code in these two bit
positions, as shown in Table 9-1. The channel control
word is the next word to be loaded.

1. Since the interrupt is enabled, bit D7 is a 1.

2. Bit D6 is a 1 because we are operating in the counter
mode.

3. Since bits D5 and D3 are both applicable only in the
timer mode, the bits in these two positions are not
relevant in this case. We will, therefore, arbitrarily
insert two Os here.

4. Bit D4 is a 1 because the problem statement calls out
for the down counter to be triggered on the positive-
going trigger input pulse.

5. Bit D2 is a 1 because a time constant word follows the
channel control word.

6. We put a 1 in bit D1 position. This terminates the
current operation of channel 0, but since D2 isalsoal,
channel 0 will resume operation when the time
constant word is loaded.

7. Bit DO is always a 1 and it identifies this word as the
channel control word.
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The complete channel control word is shown below:
D7 D6 D5 D4 D3 D2 DI DO
1 1 0 1 0 1 1 1

The next word to be loaded is the time constant word
which is given in the problem statement as 3Ey. The
machine code for this is

D7 D6 D5 D4 D3 D2 D1 DO
0 0 1 1 1 1 1 0

The three CTC initialization words for this problem are
shown in Table 9-2 with both the machine codes and the
hexadecimal codes. |

Example 9-2

Refer to the problem statement of Example 9-1. Using
the same data, construct the three CTC initialization
words for channel 1 of the CTC but with the following
two exceptions.

1. The down counter must be triggered on the nega-
tive-going edge of the input trigger pulse.

2. Channel 1 must generate an interrupt request when
254 input trigger pulses have been received.

Additional explanations need not be given. Give both
the machine and the hexadecimal codes in tabular form
similar to Table 9-2.

Solution 2]

9-4 PROGRAMMING FFOR TIMER
APPLICATIONS

Example 9-3

Design the three initialization words for operating the
CTC in the timer mode for the following conditions:

1. Channels 0 and 1 are previously programmed for
operation in the counter mode.

Table 9-2 CTC INITIALIZATION WORDS FOR EXAMPLE 9-1

Hex

Codes D7 D6 D35 D4 D3 D2 D1 Do
Interrupt vector 18 0 0 0 1 1 0 0 0
Channel control word D7 1 1 0 1 0 1 1 1
Time constant word 3E 0 0 1 1 1 1 1 0
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Table 9-3 CTC INITIALIZATION WORDS FOR EXAMPLE 9-2

Hex
Codes D7 D6 D5 D4 D3 D2 DI DO
Interrupt vector 18 0 0 0 1 1 0 0 0
Channel control word |8y 1 1 0 0 0 1 1 1
Time constant word FE 1 1 1 1 1 1 1 0

2. Channel 2 is to be programmed for the timer mode and
channel 3 is not used.

3. The I register in the Z80 CPU has been preloaded
with Ady.

4. Memory locations A408y through A40Fy are re-
versed for storing the interrupt service subroutine
starting addresses.

5. A prescaled value of 16 is used.

6. The time constant to be used is 23y.

7. The interrupt vector is 08y.

8. The interrupt is enabled.

9. The down counter is triggered on the positive-going
edge of the clock timer input pulse.

Give both the hexadecimal and the machine codes for
each word in tabular form and explain the procedure
used as appropriate.

Solution

1. We program the interrupt vector for channel 2.
When channel 2 generates an interrupt, it will
automatically insert the appropriate channel identi-
fier code (Table 9-1) in bit positions D2 and DI1.

2. Thus, the interrupt vector is 08;; = 00001000.

3. It is assumed that the software reset is set and so bit
position D1 is a 1.

4. Since a prescaled value of 16 is indicated, a 0is used
in bit position D35.

5. A 1is used in D4 because a positive-going edge of
the input pulse is used for triggering the timer.

6. A lis used for D3 because a trigger pulse is used for
starting the timer,

7. Since a time constant word follows, a 1is used in the
D2 bit position.
8. The three set-up words are shown in Table 9-4. B

Example 9-4

Design an initialization program for the CTC to operate
in the timer mode for the following conditions and
present both the hexidecimal and the machine codes in
tabular form. Explanations may be inserted as appropri-
ate.

e

The interrupt is enabled.

The clock is triggered on the negative-going edge of
the input pulse.

Software reset is set.

A 2.5-MHz clock is used.

The interrupt vector is EOy.

Channel 1 is to be programmed for this operation.
A time-out pulse must be output by the timer every
1.536 ms.

The I register in the CPU is preloaded with 44y.
The interrupt subroutine starting address table is
stored in memory locations 44EOQy; to 44E7x.

10. A prescaler value of either 16 or 256 may be used.
11. A time constant of either 08 or 0Fy may be used.

Sugth & L

o=

Soluiion

In this problem there are two variables which are
unknown, namely, the prescaler factor (PF) and the
time constant integer (TC). Since the elapsed time (7.)

Table 9-4 CTC INITIALIZATION WORDS FOR EXAMPLE 9-3.

Hex

Codes D7 D6 D5 D4 D3 D2 D1 DO
Interrupt vector 08 0 0 0 0 1 0 0 0
Channel control word 9F 1 0 0 1 1 1 1 1
Time constant word 23 0 0 1 0 0 0 1 1
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Table 9-5 CTC INITIALIZATION WORDS FOR EXAMPLE 9-4.
Hex
Codes D7 D6 D5 D4 D3 D2 DI Do
Interrupt vector EO 1 1 0 0 0 0 0
Channel control word AF 1 0 0 1 1 1 1
Time constant word OF 0 0 0 1 1 1 1

is 1.536 ms, we use the formula given in Sec. 8-5.3 to
arrive at the values for PF and TC. By trial and error the
values are found to be,

PF = 256 and TC = 0F.

Since the Z80 system uses a 2.5-MHz clock, the system
clock period is 1/2.5 x 107% = 0.4 x 1076

Then the elapsed time between the time-out signals is
given by

T, =1t X PF x TC

0.4 x 107 x 256 x 15
1536 x 107°

1.536 x 107 = 1.536 ms

I

The initialization program is given in Table 9-5. 5]

9.5 REVIEW QUESTIONS

9-1 For interrupt operations with the CTC, the Z80
CPU must be programmed for interrupt responses
in

a. Mode 0.

b. Mode 2.

c¢. Mode 1.

9-2 The starting addresses of the interrupt service

subroutine is called out by using the (circle all that
apply):

a. Register addressing mode.

b. Extended addressing mode.

c. Indirect addressing mode.

d. Implied addressing mode.

The following statements relate to the starting
address of the interrupt service subroutine. Indicate
true or false.

a. ___ The effective subroutine starting addresses
are stored in a table in the memory.

b. .. An 8-bit address pointer is used for calling
out the starting address.

¢. ___ The upper 8 bits of the address pointer are
contained in the R register in the CPU.

d. ___ The lower 8 bits of the address pointer are

supplied by the CTC.

9-4

9-5

9-6

9-7

9-9

9-10

Bit 0 of the CTC interrupt vector is always a
a. 0.
b. 1.

The 16-bit effective starting address of the interrupt
service subroutine is always stored in the memory
table with the order byte first, followed by
the order byte in the next addressed
location. (low-; high-)

The 16-bit address pointer always points to an
address in the starting address table. (odd;

even)

In the interrupt vector, the code for the following
bit position(s) is (are) automatically supplied by the
interrupting channel:

D0O.

D0 and D1.

D1 and D2.

D0 and D2.

D0 and D3-D7.

D3-D7.

T el ool

The channel with the highest priority in the CTC is:
a. Channel 2.
b. Channel 3.
c. Channel 1.
d. Channel 0.

The following statements apply to the bits in the
channel control word. Indicate true or false.

a. ___ A lin the D2 position indicates that a time
constant follows:

b. — A 1 in the D1 bit position indicates that
software reset is enabled.

c. — The timer is started by the clock/trigger
pulse if there is a 1 in the D3 position.

d. —_ A 0 in the D5 bit position indicates a

prescaled value of 16.

The Iregister in the CPU is preloaded with 3Dy and
channel 2 is operated in the counter mode. The
16-bit address pointer for the starting address of the
interrupt service subroutine is:

a. 3DO1,.

b. 3D0O4,.
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9-11

9-12

9-13

9-14
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c. 3DABy.
d. 3DD9y,.

Channels 0 and 1 are operated in the counter mode
and channels 2 and 3 are inoperative. The pre-
loaded time constant word for both channels is 29y;.
The channel control word for channel 0 is CFy, and
for channel 1 it is D7y. Indicate true or false.

a. ___ In channel 0 the down counter is triggered
automatically when the time constant word
is loaded.

b. —_ Inchannel 1 the negative-going edge of the
clock/trigger pulse starts the down counter.

c. — Software reset is set for channel 1.

d. ___ In channel 0 the positive-going edge of the
clock/trigger pulse starts the down counter.

e. — Inchannel 0 a clock/trigger pulse starts the

down counter.

Is it possible to write an updated channel control
word while the particular channel is already in
operation?

a. Yes

b. No

When there is a 1 in the D7 position of the channel
control word, every time the down counter reaches
the 0 condition, a signal is generated in one or more
of the following signal line(s):

a. IEL

b. IEO.

c. INT.

d. Clock/trigger pulse line.

The word statements relate to the situation where

the previous channel control word had a 0 in the D7

bit position and the current channel control word
has a 1 in the D7 bit position. Indicate true or false.

a. ___ A 0 in the D2 position indicates that the
current channel control word updates the
status of the channel currently in opera-
tion,

b. ___ A 0in the D2 position indicates that a time
constant word does not follow the channel
control word.

¢. — The current channel control word
preempts the previously defined condition
and generates an interrupt when the down
counter reaches 0.

9-15

9-16

9-17

9-18

d. —__ The conditions specified by the current
channel control word becomes operative as
soon as this word is loaded.

Channels 0 and 1 are operated in the timer mode
and channels 2 and 3 are inactive. The I register is
preloaded with 10100011. The CTC interrupt vector
is 00111010. The following statements relate to the
address pointer for the starting address table stored
in the memory. Indicate true or false.

a. . The address pointer for channel 0 is
A33Ay.

b. ___ The address pointer for channel 1 is
A33Ay.

c. — The address pointer for channel 0is A338y.

d. ___ The address pointer for channel 1 is
A3A3,.

e. — The address pointer for channel 1 is
A33Ay.

f. ____ The address pointer for channel 1is A338y.

Channel 2 of the CTC is operated in the timer
mode. Which of the following pair of hexadecimal
coces is appropriate for this operation? The first
code in each pair is the address pointer and the
second code is the channel control word.

BBy and 354

SBH and D6H

794 and D2y

3Cy and 35y

ZEH and D6H

PapTe

The CTC is operated in the timer mode with a
prescaler factor, PF = 16 and a system clock of 2.5
MHz. The preloaded time constant, TC = 09. The
elapsed time between the time-out signals is

a. 5.76 ps.

b. 57.6 ps.

c. 5.76 ms.

d. 576.0 ms.

Refer to question 9-17. If the prescaler factor was
256 instead of 16, the elapsed time between the
tiine-out signals would be

a. 9.216 ps.

b. 92.16 ps.

c. 921.6 ps.

d. 9216.0 ps.



780 DIRECT o
ACCESS CHIP

CHAPTER OBJECTIVES

. To introduce students to the programmable DMA chip.
. To present the principal features of the three classes of operation in the Z80 DMA, namely,

a. Transfer only.
b. Search only.
¢. The combined search-transfer operation.

. To introduce the modes of operation, namely,

a. Byte-at-a-time mode.
b. Burst mode.

c. Continuous mode.
d. Transparent mode.

. To present the generalized architecture of the DMA chip and describe the function of each entity in

the block diagram.

. To present the package pin assignments and functions in convenient tabular form.
. To examine the use and operation of the DMA in the daisy chain interrupt scheme of the Z80 system.
. To discuss the pulse generation scheme used to keep track of the number of bytes transferred in the

DMA operation.

. To present the bytes used for initialization and the bytes used for control purposes.
. To discuss the concept of the variable cycie length time and auto restart.
. To present and discuss the timing involved in various DMA operations such as

. The variable cycle.

. Command/control byte write.

. Register read.

. Memory-to-1/O transfers.

. Memory-to-memory transfers.
I/O-to-memory transfers.

. 1/O-to-1/O transfers.

. Bus request and acceptance.
Bus release timing.

b= o (= - N (VI = I o I = 1
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TEXTBOOK REFERENCES

For reviewing material in the textbook relevant to the
topics in this chapter, the following chapter(s) and/or
sections are suggested:

1. For general discussion of DMA Chapter 10
2. For transparent mode Sec. 10-2.1
3. For cycle stealing mode Sec. 10-2.2
4. For byte-at-a-time DMA transfers
a. Using single memory Sec. 10-3.1
b. Using multiple memories Sec. 10-3.2
5. For continuous mode single-block
transfers Sec. 10-4
6. For transfer of multiple data blocks Sec. 10-5
7. For CPU responses to DMA request Sec. 10-6.2
8. For operation of the DMA interface
chip Sec. 10-7
9. For byte and block count Sec. 10-7.3
10. For byte count update Sec. 10-7.7
11. For block count update Sec. 10-7.8

10-1 INTRODUCTION

The Z80 DMA chip is a programmable device that
provides the capability to transfer blocks of data between
two ports, independent of the CPU. Data block transfers
can take place either between the main memory and an
I/O device, between two memory devices, or between two
I/O devices. The DMA chip can also search a block of
data for a specified byte (bit maskable). During such a
search, a simultaneous transfer can also be accomplished,
if desired.

Signals for source and destination addresses, control,
and timing are provided on the chip. The DMA chip is
fully compatible with the rest of the Z80 system with
respect to operations involving bus requests and priori-
tized interrupt requests of the daisy chain. It is capable of
being directly interfaced to the Z80 system without
requiring any additional external logic.

10-2 PRINCIPAL FEATURES
OF THE DMA

10-2.1 General and Electrical
Feeatures

1, The DMA is a third-generation chip which uses the
N-channel, depletion-mode, silicon-gate technology.

2. A single 5-volt £5% power supply is required.

3. A single phase TTL level clock is used.

4. The chip operates in a temperature environment of 0°
to 70°C.

5. All inputs and outputs are TTL compatible.

6. A 40-pin DIP package is used.

10-2.2 Operational Features

1. The DMA device can operate in any of the following
three classes of operation:

a. Transfer only. Data block is transferred from one
port to another, 1 byte at a time.

b. Search only. Data blocks are not transferred. Each
byte in a data block is read and compared with
contents of two registers, one containing the full
match byte and the other an optional mask byte if
only certain desired bits are to be compared.

¢. Search-transfer combined. Block of data is trans-
ferred until a match is found. Then the transfer
operation could be suspended and/or an interrupt
request generated.

2. During a transfer, addresses for both the read and the
write ports are generated.

3. The timing can be programmed to accommodate the
speed of any port.

4. Both the block length and the address registers are
double buffered, thereby enabling the values of the
next operation to be loaded in the buffer without
interfering with the value in the in-process operation.

5. Interrupts can be generated on either match found,
ready, or end-of-block under program control.

6. Under program control, the DMA channel can be
enabled, disabled, or reset.

7. The starting addresses that are programmed for each
port (i.e., read and write port), for data transfer, or
for search operations can be automatically incre-
mented or decremented. These addresses can also
remain fixed, if so desired.

8. Complete status of the DMA channel can be deter-
mined when requested by the CPU.

9. Without interfering with the data transfer operations,
or stopping the transfers, the DMA can signal the
CPU when a previously specified number of bytes
have been transferred.

10. Any operation may be made to repeat, in its entirety,
either automatically (auto restart) or on command
(load).

11. The DMA can be operated at rates up to 1.25
megabytes per second for either the search or the
transfer operations.

12. The DMA system can be operated in one of the
following three modes, under program control, in
either the search or the transfer class of operations:



a. Byte-at-a-time. On request, only 1 byte is trans-

ferred and then control of the system busses is

returned to the CPU. A new DMA request is

1.

made for each subsequent byte to be transferred.

Z80 Direct Memory Access Chip 115

10-3 THE DMA ARCHITECTURE

The generalized block diagram of the DMA chip is
shown in Fig. 10-1.

b. Burst mode. Search or transfer operations con- 2. The two ports are labeled port A and port B and each
tinue until such time as the port is not ready and port can be addressed individually. The address
indicates this by deactivating the corresponding counter of each port is double buffered. The starting
ready line. address of the data block to be searched, or trans-

¢. Continuous mode. The search or transfer opera- ferred, is first loaded into the port start address
tion continues until the end of the predetermined register of the appropriate port. It is then transferred
data block is reached. If the port is not ready for into its respective counter.
the operation before end-of-block is reached, the 3. Each port counter then provides the required address
DMA operation pauses until the port is ready and to either the memory or the 1/O device on the 16-bit
indicates this by reactivating the ready line. address bus (A0-A15), via a multiplexer, for the byte

2
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Register Register Counter
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Figure 10-1 Generalized Block Diagram of the DMA Chip
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to be transferred or searched. Under program control
the port counters can be either incremented or
decremented, or their contents can remain unaltered.

For data transfer operations, a 16-bit starting address
is involved for both ports. The starting addresses
involving memories require 2-byte addresses. The
starting addresses for I/O ports generally require only
1 byte, and so only the lower byte is used. The 8-bit
address for the I/O ports, contained in the address
register, is usually a fixed address.

The 8-bit status register contains flags which indicate
the current status of the DMA operation. This is a
read-only register which indicates status or conditions
such as end-of-block, byte match, interrupt pending,
ready active, and write address bits valid.

The bus control and bus priority logic are concerned
with three signals which are involved with requests for
control of the CPU address bus, the data bus, and the
status and control bus (system control bus). This logic
also indicates the condition when the system buses
have been released for DMA operations as well as
conformance to and with the daisy chain priority
system.

The interrupt vector register holds the 8-bit vector
assigned to that particular chip and which is preloaded
into this register during the initialization of the chip.
During the interrupt acknowledge cycle, the contents
of this register are output onto the data bus and sent to
the CPU, provided that the DMA chip is the highest-
priority device in the daisy chain requesting the
interrupt. The vector is then utilized by the CPU for
calling up the appropriate service subroutine.

The interrupt control and priority contains logic
which is involved in establishing and/or determining
the priority of the device in the daisy chain, and if itis
tke highest-priority device, then it blocks the lower-
priority devices from interrupting during execution of
the service subroutine.

The control logic contains control registers which are
loaded with specific control bytes for performing the
various DMA functions. They are loaded during the
chip initialization process. The information contained
in these registers include such items as the mode and
class of operations and when to initiate an interrupt or
other pulse.

The pulse interval and pulse generation logic contain
an 8-bit pulse control register. During initialization
this register is loaded with information on the length
of the dalta block (a data block is defined as a gioup of
data words which is considered as a unit and which
are stored in consecutive memory locations) ex-
pressed in the number of bytes. When the entire data
block is processed, the DMA emits a signal pulse on

the interrupt line. This signal is not interpreted by the
CPU as an interrupt signal but instead is used to
communicate with a peripheral device.

The byte counter is a 16-bit counter which is cleared
at the start of the DMA operation. Then when the
processing of each byte (i.e., either a transfer or a
search operation) is completed, the counter is incre-
mented. When the count in the counter matches the
contents of the block length register, the end-of-block
flag in the status register is set. At this point,
depending on how the DMA has been prepro-
grammed, the operation may be suspended and/or an
interrupt signal generated.

The block length register is a 16-bit register which is
preloaded during initialization with a number indicat-
ing the length (in bytes) of the data block to be
processed during the DMA operation (i.¢., either the
transfer or the search operation).

The match word register is an 8-bit register which
contains the byte for which a match is to be found
during the search operation. When a match is
obtained, the byte-match flag is set in the status
register. Note that in this case a bit-by-bit match must
be obtained for all 8 bits for the flag in the status
register to be set.

In some cases it is desired that a match be obtained
not for all the 8 bits in the match byte but for only
specific bits in the word. In other words, some bits of
the match word are required to be masked out. The
word containing the bits to be masked is preloaded
into the 8-bit mask word register. Then during the
comparison process, only the unmasked bits are
examined and compared for a match.

The comparator compares each byte to be processed
(i.e. searched or transferred) with the contents of the
match word register, taking into consideration the
bits to be masked as indicated by the mask word
register.

11.

12.

13.

14,

15.

10-4 PACKAGE PIN ASSIGNMENTS
AND FUNCTIONS

The DMA chip is contained in a standard 40-pin DIP
package. The various pins and their respective functions,
along with their designations, are presented in convenient
tabular form. Functionally, the pins can be divided into
seven groups, as shown in Fig. 10-2. Note that some lines
are shown as unidirectional and others as bidirectional. In
the latter group, some of the lines may indicate signal flow
in one direction and others in the other direction. The
function tables clarify these with the following arrow
signals.
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DMA —— indicates signals flowing from the DMA. System Data Bus
DMA «— Indicates signals flowing into the DMA. ! LIRS System Address Bus
DMA < Indicates bidirectional flow on the same o B 16 Lines |
line(s). ¢ Three Lines D
Z80/DMA DMA Control
System Control Bus Z80A/DMA Two Lines
I Five Lines I
10-5 FUNCTIONAL OPERATION ¥
OF THE DMA Power Supply and Clock Interrupt Control
— T

The Z80 DMA is capable of performing three different

i i f tions. . .
funcp?ns refefred to as the three classes o operations Figure 10-2 Diagram of DMA Package Pin Groups
Additionally, it can be programmed to operate in three

Table 10-1 DATA TRANSFER BUS GROUP

Pin Signal Flow
Designations Directions Functions
DO-D7 DMA < 8-bit, tristate system data bus, active high. Used for transferring command

words from the CPU, DMA status to the CPU and data transfer to and from
memories and/or peripheral devices.

Table 10-2 POWER SUPPLY AND CLOCK GROUP

Pin Signal Flow
Designations Directions Functions
@ DMA «— This is the single-phase TTL level clock input.
5V DMA «— This is the single power supply of 5-volt 5% that is needed for DMA.
GND DMA «— This is the power supply ground.

Table 10-3 SYSTEM ADDRESS BUS GROUP

Pin Signal Flow
Designations Directions Functions
AO0-A15 DMA — 16-bit, tristate system address bus, active high. Provides direct addressing cap-

ability for 64K byte memory and up to 256 I/O ports for DMA, transfer and
search of data blocks.

Table 10-4 INTERRUPT CONTROL GROUP

Pin Signal Flow

Designations Directions Functions

INT/PULSE DMA — Interrupt request signal, active low. The DMA requests interrupt service from
the CPU.

IEI DMA «— Interrupt enable in, active high. Used in the priority interrupt daisy chain. A
high or active signal indicates that no other I/O device with higher priority is
currently being serviced.

IEO DMA — Interrupt enable out, active high. Also used in the priority interrupt daisy

chain. It is active only when IEI is active and the CPU is not servicing an

interrupt from the DMA. When active, it blocks interrupt signals from lower-

priority I/O devices from interrupting while it is being serviced.




Table 10-5 BUS CONTROL GROUP

Pin

Designations

Signal Flow

Directions

Functions

BUSRQ

DMA «—

Bus request, active low. As output signal it requests the CPU to relinquish
control to the system data bus, the system address bus, and the control bus.
When more than one DMA chip is used in the daisy chain, this signal is an
input signal which prevents this DMA from making bus requests to CPU until
the DMA operation of the other DMA is completed.

DMA «——

Bus acknowledge in, active low. It is an input from the CPU informing the
DMA chip that the CPU has released the buses. If more than one DMA chip is
connected on the daisy chain, then the acknowledge pin of the CPU is con-
nected to the BAI pin of only the highest-priority DMA chip. The BAIT pins of
the lower-priority DMA chips are connected to the BAO pin of the previous
higher-priority DMA chip.

=)
=

DMA —

Bus acknowledge out, active low. It is used when more than one DMA chip is

connected in the daisy chain. When active, it signals that no other higher-priority
DMA chip has currently requested control of the system buses. BAO pin receives its
input from the BAT pin of the next-higher-priority DMA chip in the daisy chain.

Table 106 SYSTEM CONTROL BUS GROUP

Pin

Designations

Signal Flow

Directions

Functions

M1

DMA «—

Machine cycle 1 signal, active low. When M1 and RD are simultaneously ac-
tive, the CPU is fetching an instruction from the memory. When M1 and TORQ
are active simultaneously, the CPU is acknowledging an interrupt. When M1 is
active without the other two being active, it is used by the DMA to decode the
2-byte return-from-interrupt (RETI) instruction, whose hex codes are ED and
4D,

DMA «<—

Tristate, I/O request signal, active low. When IORQ and M1 are simultane-
ously active, the CPU is acknowledging an interrupt. When active by itself as an
input, it informs the DMA that the lower 8 bits of the address bus are currently
holding a valid I/O port address and that either the transfer of the status word
from the I/O port to the CPU or the transfer of a control byte from the CPU to
the port may take place. Also as an input, it is simultaneously active with CE,
RD, and WR signals; it informs the DMA that this particular chip is the ad-
dressed port. After the DMA chip has acquired control of the system buses, it
outputs a signal on the IORQ pin, indicating that the lower 8 bits of the address
bus contain a valid address for the /O device that is involved in the transfer of
data.

DMA «—

Memory request, active low, tristate signal. For a memory read or write opera-
tion, it indicates that a valid memory address is available on the system address
bus. After the DMA chip has obtained control of the system buses, this signal
requests a data transfer either to or from the memory.

DMA «—

Tristate, active low, read signal. An input from the CPU on this pin results in a
readout of the status words from the DMA register. The DMA outputs a signal
on this pin, after it has obtained control of the system buses, to request a re-
adout from either the addressed memory location or the addressed I/O port.

DMA «—

Tristate, active low, write signal. An input signal on this pin from the CPU
informs the DMA that the CPU wants to write control or command words into
the appropriate registers of the DMA chip. After the DMA chip has obtained
control of the system buses, it outputs a signal of this pin to indicate a DMA
write operation on either the addressed memory location or the addressed /O
port.
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Table 10-7 DMA CONTROL GROUP

Pin Signal Flow
Designations Directions Functions

RDY DMA «— Ready signal input which, under program control, can be made either active
high or active low. The DMA chip monitors this input to establish whether a
peripheral connected to a DMA port is ready for a transfer operation (read or
write). Also, depending on the mode of DMA operation, this signal indirectly
controls the DMA activity by activating the BUSRQ line, i.e., go either low or
high.

CEWAIT DMA «—- Chip enable, active low, signal from the CPU. It is active when WR and TORQ

are simultaneously active. The address on the system address bus is the address
of the DMA. This allows a command or control word to be transferred from
the CPU to the DMA chip. The same pin can be programmed as a WAIT
signal input from the memory or the peripheral device. As a WAIT signal, it
inserts wait states in the DMA cycles after the DMA has received an ac-
knowledge from the CPU in response to its bus request. The insertion of the
wait states slows the DMA and establishes speed compatibility with slower
memory and /O devices.

Table 10-8 PIN NUMBER ASSIGNMENTS

Pin Pin Pin Pin
Designations Numbers Designations Numbers
System Address Bus System Data Bus
A0 6 DO 33
Al 5 D1 34
A2 4 D2 33
A3 3 D3 32
A4 2 D4 31
A5 1 D5 29
Ab 40 D6 28
AT 39 D7 27
A8 24
A9 23 System Control Bus
i : m ;
A2 20 IORQ 10
MREQ 12
Al3 19 e
RD 9
Al4 18 WR 8
AlS 17
Bus Control Interrupt Control
BUSROQ 15 INT/PULSE 37
BAI 14 IEI 38
BAO 13 IEO 36
Power Supply and Clock DMA Control
7] 7 RDY 25
5V 11 CE/WAIT 16
GND 30
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different modes. The classes and modes of operations are
briefly described in this section.

10-5.1 The Classes of Operations

Basically, the DMA can be programmed to perform any
of the three functional operations which involve transfer
of data between two ports and/or search for a specific byte
(or certain bits of a byte). The three classes of operations
can be explained by referring to Fig. 10-3.

1. Data transfers between ports. Blocks of data can be
transferred from a designated source port to a desig-
nated destination port. In Fig. 10-3 the transfers
indicated are as follows:

a. Memory-to-memory transfers (lines 1).
b. I/O-to-1/O transfers (lines 2).

c. I/O-to-memory (lines 5).

d. Memory-to-1/O transfers (lines 6).

Inthe DMA chip the two ports are labeled port A, and
port B. Both ports are addressable and data are
transferred from the source to the destination port, 1
byte at a time. The memory-to-memory transfer
capability makes it possible to relocate blocks of data
from one part of the main memory to another.

2. Search operations. Blocks of data, located either in the
memory (line 3) or in the peripheral device (line 4),
can be called out, 1 byte at a time, and compared with
the contents of two previously loaded internal registers
in the DMA chip. The first register contains a match
byte and the second register contains a mask byte
which, if desired, can mask out certain bits in the
match byte. This enables the user to conduct a block
search only on certain desired bits instead of the whole
byte. Using the 2.5-MHz Z-80 DMA,, search rates of
up to 1.25 M bytes per second can be obtained. With
the 4.0-MHz Z-80 DMA, search rates of up to 2 M
biytes per second are obtained.

3. Combined transfer-search operations. This class of
operation combines the transfer and search operations,
described in paragraphs 1 and 2 above. A block of data
istransferred from one port to another, as mentioned
in paragraph 1. As each byte is transferred, it is
simultaneously compared with the match byte (which
my contain selectively masked bits, if so desired).
When a match is obtainad, the transfer is suspended
and/or an interrupt generated, depending on how the
DMA chip is programmed.

10-5.2 Modes of Operation

Under program control the DMA can be made to operate
in one of the following four modes.

I.

Byte-at-a-time mode. In this mode, the DMA opera-
tion is performed on 1 byte of the data block at a time.
On completion of the DM A operation on a single byte,
the control of system buses is returned to the CPU. For
each of the succeeding DMA operations, a new
request for the buses is made.

2. Continuous mode. In this mode once the DMA

operation is started it continues the processing of the
entire programmed data block. If the particular port’s
ready line goes inactive before the end of the block is
reached, the DMA does not release the system buses,
but just pauses until the ready line goes into the active
state again.

3. Burst mode. In this mode the DMA operation contin-

ues as long as the port’s ready line is in the active
status. If it goes into the inactive status before the end
of the programmed data block, the DMA operation
stops and control of the system buses is returned to the
CPU after completing the operation on the current
byte.

4. Transparent mode. In this mode the DMA operation

takes place during the time frames when the memory
refresh operation takes place. Effectively, the DMA
operations are interleaved with CPU operations, and
consequently, the CPU does not lose any time because
of the DMA operations.

-1—@—5—-4——1 Peripheral

| 1/0 Device

Memory

r
Main C |
i
]
|
- -b--ﬂ—-@—b—
______ Peripheral
4_®—+ 4_®_ 1/0 Device
'—@——-b —————— -t--—@—-——b

Figure 10-3 The Three Classes of Operations



5. Block lengths. In the Z80 DMA, high-speed buffering
is used to read the data bytes from a port. The design
of the data read system is such that the DMA
operations on the first byte in are not completed until
the following byte is read in. This has the following two
implications. First, the data block on which a DMA
operation is to be performed must be 2 or more bytes
long. Second, the block length loaded into the 16-bit
block length register (see Fig. 10-1) must be one less
than the actual length of the block.

Note: In all the various modes, the DMA operation on the
current byte (i.e., the byte that is read in) is always
completed regardless of the status of the port’s ready line
or the status of other control signals involved in the
operation.

10-5.3 The Interrupt System

The DMA chip is also used in the daisy chain interrupt
system of the Z80. Under program control, the DMA can
interrupt the CPU under any of the following conditions:

1. Generate an interrupt on ready, before requesting
control of the busses.

2. Generate an interrupt when a match is obtained when
operating in the search mode or combined transfer-
search mode.

3. Generate an interrupt when the end of the data block
is reached.

Note that because of the peculiarity in buffering the
incoming data bytes (discussed in paragraph 5 of Sec.
10-5.2), an interrupt generated by a match at the end of
the data block will be generated if a match is obtained on
the byte just prior to the very last byte of the block. The
interrupt then is generated just before the last byte in the
block.

Another feature of the Z80 DMA interrupt system is
that when the interrupt is generated, it sets an interrupt-
pending bit which can, under program control, alter the
interrupt vector assigned to that DMA chip.

10-5.4 Pulse Generation

In some applications it is desirable for the peripheral /O
device to keep track of how many bytes have been
transferred in a DMA operation. In the Z80 DMA a pulse

Z80 Direct Memory Access Chip 121
is output at every 256-byte transfer interval. This signal is
output on the interrupt line but is not interpreted as an
interrupt by the CPU because it appears when both the
bus request (BUSRQ) and the bus acknowledge (BAT or
BAO) lines are active. (See Table 10-5.) -

10-5.5 Command and Contreol Bytes

The DMA chip contains several registers into which
specific words can be loaded or written. Bytes can be
loaded into these registers only when the DMA is not
controlling the system buses. During the process of
loading the write registers, the DMA is disabled and
remains in that condition until it is enabled by means of a
specific command. These registers fall into the following
two categories:

1. Initialization bytes. These bytes are used for initially
setting up the DMA chip. They include the following
commands:

a. Class of operation.

b. Mode of operation.

c¢. Starting address of data block.

d. Length of data block.

e. The match byte.

f. The mask byte.

g. Interrupt vector.

h. Status conditions affecting interrupt vectors.
i. Pulse counting for bytes transferred.
J. Interrupt conditions.

k. Rules for ready line and wait line.

2. Control bytes. These bytes are loaded into write
registers and they initiate immediate actions by the
DMA chip. They include the following:

a, Load starting address buffers.
Clear counters.

Clear status bits,

Enable.

Disable.

Reset.

™ e R T

10-5.6 Reading from Internal Registers

1. The Z80 DMA has seven internal registers whose
contents can be read out. The contents of these
registers can be read out in the following sequence:
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a. The 8-bit status register.

b. Block length register, low byte.

c. Block length register, high byte.

d. Port A address register, low byte.

e. Port A address register, high byte.

f. Port B address register, low byte.

g. Port B address register, high byte.

2. The sequential readout of these seven registers is
accomplished by means of an internal pointer which
points to each register successively after each read
operation.

3. Itis possible to skip the readout of any desired register
by inserting a 0 in the appropriate bit position in the
read byte.

10-5.7 Variable Cycle Length Time

To accommodate the different operating speeds of various
memories and peripherals used in the DMA operations,
the Z80 DMA chip has unique features which allow the
user to vary the cycle time length. The cycle length can be
varied from one to four T cycles. (Recall that a T cycle is
defined as one clock period.) For situations where
additional time is desired, additional WAIT states can be
inserted. This feature has two principal advantages. First,
it allows the designer to adapt the DMA operating speeds
compatible with the speed of the various other system
components. Second, it eliminates the need for additional
external logic for conditioning the associated control
signals. The various timing relationships are shown later
in this chapter.

10-5.8 Port Addressing

For every DMA transfer, two 16-bit addresses are
generated by the DMA chip; one address is for the source
port and the other for the destination port. Each address
can be either fixed or variable. The variable address
scheme allows the port address to be sequentially incre-
mented or decremented from a starting address. The
length of the block of data to be transferred, expressed in
number of bytes, is loaded into the block length register.
Block lengths of up to 64 kilobytes can be used. During a
DMA transfer, a port address is first generated for the
source port and then another is created for the destination
port. These addresses are time-multiplexed onto the
system address bus.

10:5.9 Auio Restari

This feature automatically reloads the starting address for
either of the two ports on completion of a block transfer.

When the addresses are reloaded, the byte counter is
cleared. This feature is activated by an auto restart control
bit in one of the command words. This feature reduces the
software burden on the CPU in applications which require
repetitive operations. Also, if byte-at-a-time or the burst
mode is selected for data transfers, the CPU has access to
the system buses for certain periods of time. During such
time periods, it is possible to write new or different block
starting addresses in the DMA chip. Thus, an auto restart
will start a block transfer or search operation at a new
starting address.

10-6 THE DMA TIMING
10-6.1 The Variable Cycle Timing

Previously, in Sec. 10-5.7, we had briefly described the
variable cycle timing of the Z80 DMA. In addition to
allowing the user to vary the cycle length time, a unique
feature allows the four control signals associated with each
port (namely TORQ, MREQ, RD, and WR) to have their
trailing, positive-going edges terminated one half T cycle
early if so desired.

In Fig. 10-4 the variable timing waveforms are shown as
programmed for four T cycles. The earlier termination of
the four control signals is shown in dotted lines for each
signal. This feature gives the user an added dimension of
flexibility. The shorter duration of the read and write
control signals allows them to be terminated before the
transferred data begin to change. Also shown in Fig. 10-4
are the points at which WAIT signals from either the
memory or the I/O device will come in during the
lengthened timing cycle.

10-6.2 DMA Inactive State Timing

10-6.2.1 Command|/Control Byte Write Cycle Figure
10-5 shows the timing waveforms associated with the
process of writing the command or control byte into one
of the registers in the DMA chip. This is a CPU-to-DMA
transfer of 1 byte which involves activation of three
control signals, namely CE, IORQ, and WR, which are
activated simultaneously. Because of this and to simplify

Fig. 10-5 for all three control signals. The command or
control byte is then output by the Z80 CPU approxi-
mately one T cycle later. Note that during this operation
the DMA is in an inactive or disabled state and so the
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Figure 10-4 Variable Cycle Length Timing (Programmed for
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CPU addresses it and writes into it as if it were an I/O
device.

10-6.2.2 DMA Register Read Cycle The timing wave-
forms shown in Fig. 10-6 are for the operating DMA-to-
CPU readouts from the DMA status register, the port
address, and the byte counters. The three control signals
involved in this operation are CE, TORQ, and RD, and
since they are activated simultaneously, they are shown as
only one waveform in Fig. 10-6 for simplicity. The data
appear on the bus approximately one T cycle after the
control signals are activated.

1 T1 | T2 ! T3 ‘ T4 \
cLoxe | I L] Ll L] L
DATA “ In ‘,

Figure 10-5 CPU-to-DMA Command Byte Write Timing
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Figure 10-6 Readout Timing (DMA-to-CPU)

10-6.3 DMA HActive State Timing

10-6.3.1 Memory-to-1'/0 Transfers The memory-to-
I/O transfers involve reading data bytes from the memory
port, transferring them internally to the other port, and
then writing them into the I/O device or peripheral. After
resetting the DMA chip, the read and write timing, in the
DMA operation are identical to the CPU read and write
timings for the memory and the I/O devices. There is one
exception, clearly shown in Fig. 10-7, which is the timing
waveform chart for the memory-to-I/O data transfers.
During the memory read cycle, the data bytes are latched
onto the D0-D7 bus during the negative-going trailing
edge of T3 of this cycle. These bytes are then retained on
the system data bus until the end of the I/O write cycle,
i.e., until after completion of the following T3 cycle.

Notice that the memory read cycle consists of only three
T cycles, whereas an extra wait state is inserted between
T2 and T3 of the I/O write cycle. This is done primarily to
reconcile the timing differences between faster memories
and slower [/O devices. To further accommodate slower
peripherals, the following procedure is used:

1. The CE/WAIT is programmed as a WAIT line when
the DMA chip is operating in the active state.

2. The CE/WAIT line is sampled during the negative-
going trailing edge of T2 in the memory read cycle and
the negative-going trailing edge of TW in the I/O write
cycle.

3. If the CE/WAIT line is low when it is sampled, it
indicates that the I/O or the memory is not ready for a
byte transfer.

4. The DMA then automatically inserts a TW cycle either
after T2 of the memory read cycle, or after the TW
cycle of the I/O write cycle, or after both, as
appropriate.

5. The CE/WAIT line is then sampled again on the
negative-going, trailing edge of the newly inserted TW
cycle. If the CE/WALIT is still low, another TW cycle is
inserted. The process is repeated until the I/O or the
memory is ready for the transfer and indicates this by a
high signal on the CE/WAIT.
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Figure 10-7 Memory-to-I/O Transfer Timing

10-6.3.2 Memory-to-Memory Transfers The timing in-
volved in memory-to-memory DMA transfers is shown in
Fig. 10-8. Notice that both the memory read and the
memory write cycles each have three T cycles. Also, an
active MREQ signal is involved in both the read and the
write cycles. The RD and the WR signals identify the read
and the write cycles, respectively. As in the previous case
of memory-to-/lO DMA transfers, wait states can be
inserted between the T2 and T3 of either read or write
cycle, or both, if the CE/WAIT line is low during the
middle of T2. If the CE/WAIT line were not high, as
shown in Fig. 10-8, then a wait state would have been
inserted between T2 and T3.

10-6.3.3 1/O-to-Memory Transfers Figure 10-9 shows
the timing involved in the I/O-to-memory DMA transfers.
Notice that a wait state is automatically inserted in the I/O

1

read cycle but not in the memory write cycle. Of course
additional wait states can be inserted in either cycle if the
CE/WAIT is low at the appropriate time.

10-6.3.4 1/0-to-I/0 Transfers The timing involved in
1/0-to-1/O DMA transfers is shown in Fig. 10-10. In this
case, both the 1/O read and write cycles have one wait
state automatically inserted between T2 and T3. Of
course, additional wait states can be inserted in either or
both cycles when the CE/WAIT line is low.

Ll L) = T a o A P
Lu=p.22 DUs neq“es' Wil ACCERIUIIEE
Timing

The DMA bus request and acceptance timing for the
byte-at-a-time, burst, and continuous modes are shown in
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Fig. 10-11. The DMA chip samples the ready input line
(RDY), which can be programmed active high or low, on
the negative-to-positive edge of every clock ¢ to deter-
mine if the peripheral associated with a DMA port is
ready for a transfer. If RDY is active, a BUSRQ signal is
generated and sent to the CPU on the rising edge of the
next clock ¢. The CPU then responds with a bus
acknowledge signal to the BAI line to the DMA either
directly or through the daisy chain. The BAI line is
sampled on the leading edge of every clock ¢. When a
BAT active state is detected for two consecutive positive-
going edges of the clock, the DMA goes into the active
state on the next leading edge of @, as in Fig. 10-11.

10-6.5 Bus Release Timing for Burst
and Continuous Modes

10-6.5.1 At End of Block When operating in either the
burst or the continuous mode, the BUSRQ line goes high
when the end of the data block is reached. Usually, this
happens on the same leading edge of the clock @ at which
the DMA completes the transfer of the data block. The
DMA then goes into an inactive or disabled state, as
shown in Fig. 10-12. Notice that the transfer of the last
byte in the data block is completed regardless of whether
the RDY is active or inactive during this transfer.

Z80 Direct Memory Access Chip
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DMA Drives the Last Byte it
Read During This Time
Figure 10-9 [/O-to-Memory Transfer Timing

10-6.5.2 On “Not Ready” When operating in the burst
mode, if the RDY signal becomes inactive, the DMA
completes its current operation on the in-process byte and
then causes the BUSRQ line to go high (i.e., inactive) on
the next leading edge of the clock @. This is shown in Fig.
10-13.

When operating in the continuous mode, the BUSRQ
line is held in the active state or low when the RDY line
becomes inactive. In this case, the DMA just idles after
completing the current operation until such time as RDY
again is in the active state.

10-6.5.3 On “Match” When operating in either the
burst or the continuous mode, the DMA can be pro-
grammed to stop when a match is obtained by comparing
the data byte with the match byte. When a match is found,
the BUSRQ goes high or inactive, but only after
completing the DMA operation on the next byte, which
could be either a read in a search process or a write in a
transfer process. Recall that because of the pipelining
process (i.e., double buffering) used in the DMA chip,
matches are performed while the next DMA read or write
operation is being executed. This is shown in Fig. 10-14.
Note that the RDY line can become inactive any time
after the match operation without affecting bus release.
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Figure 10-10 [/O-to-1/0Q Transfer Timing
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I

Figure 10-11 Bus Request and Acceptance for All Modes

10-6.6 Bus Release Timing for
Byte-at-a-Time Mode

When operating in the byte-at-a-time mode, the BUSRQ
signal goes high on the leading edge of the clock ¢ prior to

DMA Aclivc—n»r— DMA Inactive
CLocK@I | l ] IE

RDY )
|
|
— |

USRE

BUSREQ 4 .4
Last Byte _J
! in Block I

Figure 10-12 Bus Release at End-of-Block Timing for Burst
and Continuous Modes

the end of each cycle if operating in the search-only class.
If the DMA is operated in the transfer or the combined
search-transfer class, the BUSRQ line goes high on the
leading edge of the clock ¢ prior to the end of each write
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Figure 10-15 Bus Release Timing in Byte-at-a-Time Mode

cycle. This is shown in Fig. 10-15. Note that BUSRQ goes
high regardless of the status of the RDY line.
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10-7 REVIEW QUESTIONS

The following statements apply to the Z80 DMA

chip. Indicate true or false.

a. — Blocks of data can be transferred between
two ports independent of the CPU.

b. —_ Transfer of data blocks can take place
only between an I/O device and the main
memory.

c. — A block of data can be searched to match
a specific match byte.

d. ____ During a search operation it is possible to
transfer a block of data simultaneously.

e. — It is not possible to use the DMA chip in
the priority daisy chain of the Z-80
system.

The following statements relate to the starting
address of the DMA port(s). Circle the correct
ones.

a. The starting addresses can be automatically
incremented but not automatically decre-
mented.

b. The starting address can remain fixed, if so
desired.

c. The starting addresses can be automatically
decremented but not automatically incre-
mented.

d. The starting addresses can be automatically
incremented as well as automatically decre-
mented.

Fill in the blanks.
a. The address registers are __
fered. (not; double; triple; quadruple)
b. The block length register is
buffered. (not; double; triple)

buf-

Interrupts can be generated on (circle the correct
answers)

Ready.

Match not found.

End-of-block.

Match found.

Address found.

cap T

Answer yes or no to the following questions.

a. ___ Can the DMA signal the CPU when a
previously specified number of bytes has
been transferred?

b. — Does the transfer operation stop when
the DMA signals the CPU that a previ-
ously specified number of bytes has been
transferred?

¢. — Is it possible for the CPU to read out the
status of any DMA channel on request?
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10-6

10-7

10-8

10-9

10-10

10-11
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From the statements below select the one(s) that
will make the following statement true.

“Under program control the DMA channel can be

a. enabled but not disabled or reset.
b. enabled, disabled, and reset.

¢. reset and enabled but not disabled.
d. enabled and disabled but not reset.

Indicate true or false for the rates of DMA

operations.

a. _ Can be operated up to rates of 2.2
megabytes per second for the transfer
operations only.

b. — Can be operated up to 1.25 megabytes
per second for only the search operation.

¢. — Can be operated up to 2.2 megabytes per
second for both search and transfer op-
erations.

d. ___ Can be operated up to 1.25 megabytes for

both search and transfer operations.

Under which of the following conditions can the
entire DMA operation be made to repeat itself?
Circle all that apply.

a. On command (load).

b. When the port address is fixed.

c¢. Automatically (auto restart).

d. On end-of-block.

The following statements apply to the byte-at-a-

time mode of operation. Indicate true or false.

a. ___ Only 1 byte in a data block can be
transferred at any time when requested,
under program control.

b. . The DMA retains control of the system
buses after the byte transfer is completed.

c¢. —_ A new DMA request is made after each
byte is transferred.

d. ___ Only a transfer operation can be per-

formed in the byte-at-a-time mode.

When operating in the continuous mode, which of

the following apply if the port is not ready for the

operation before end-of-block is reached? (Circle

all that apply.)

a. The DMA operation continues until the end-
of-block is reached.

b. The DMA operation is terminated.

¢. The DMA operation pauses until the port is
ready.

d, When the port is ready it indicates this by
reactivating the ready line.

Refer to the generalized block diagram of the

DMA, Fig. 10-1, and indicate true or false for the
port-addressing scheme.

10-12

10-13

10-14

10-15

10-16

a. __ For data transfer operations an 8-bit
starting address is involved for ports A
and B.

b. ___ The upper byte is used for addressing an
I/O port.

¢. _._ The single-byte address for the I/O ports
is usually a fixed address.

d. ___ A Z-byte starting address is involved for
both ports in memory-to-memory trans-
fers.

Refer to Fig. 10-1, the generalized block diagram
of the DMA. From the following items pick out
those whose condition is indicated by the 8-bit
status register.

Interrupt pending.

Write address bits valid.

End-of-block.

Byte match found.

Ready active.

o e s

The bus control and the bus priority logic in Fig.
10-1 involve three request signals for control of
certain Z80 system facilities. Name these facilities.
a.
b.
c.

The interrupt control and priority logic block in
Fig. 10-1 invoive three control lines. Name the
signals involved in these three lines.

a.
b.
C.

The following statements relate to the 8-bit
interrupt vector register of Fig. 10-1. Indicate true
or false.

a. It holds the vector assigned to that par-
ticular DMA chip.

b. ___ The vector is preloaded during initializa-
tion of the chip.

c. ___ The contents of this register are output

onto the data bus during the interrupt
request cycle.

d. ___ The vector is sent to the CPU only if the
interrupting DMA has the highest prior-
ity in the daisy chain.

e. __ The CPU utilizes the vector for calling up
the pertinent service subroutine.

Refer to Fig. 10-1 and indicate the logic block(s) in
which the specific contiol byies for performing the
various DMA operations are loaded during chip
initialization.

a. Status register.

b. Match word register.
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10-18

10-19

10-20

¢. Control logic.
d. Byte counter.
e. Port start address register.

Refer to the byte counter in Fig. 10-1 and indicate
true or false.

a. _ It is an 8-bit counter.

b. It is cleared at the start of the DMA
operation.

¢. — It can be either incremented or decre-
mented.

d. —_ When the DMA processing of each byte
is completed, the byte counter is incre-
mented.

e. — The count in the byte counter is com-

pared with the contents of the match
word register.

f. —_ The end-of-block flag is set in the status
register only when a match is found
between the contents of the block length
register and the byte counter.

Fill in the blanks in the following statements which

refer to the match word register in Fig. 10-1.

a. It contains a word for which a match is to be
found during a operation.
(transfer; search)

b. Contents of the match word register are
compared with the byte from the

. (data block; address register;
vector interrupt register)

c. When a match is found, the - flag
in the status register is set. (interrupt-pending;
end-of-block; ready active; byte-match)

Refer to the pulse interval and pulse generation
logic block in Fig. 10-1 and indicate true or false.

a. — The 16-bit pulse control register is loaded
during DMA chip initialization.
b. —— The length of the data block, expressed in

number of bytes, is loaded into the pulse
control register.

¢ _ The DMA emits a signal only when the
entire block is processed.

d. ___ The signal emitted by the DMA is inter-
preted as an interrupt signal by the CPU.

e. —_ The signal emitted by the DMA is used to

communicate with a peripheral device.

The following statements apply to the mask word

register in Fig. 10-1. Fill in the blanks.

a. This register is loaded during
(initialization; start of the data block; end of
the data block)

b. The word in the register masks out certain bits
loaded in the register. (block

10-21

10-22

10-23

10-24

10-25

10-26

10-27
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length; byte counter; start address; interrupt
vector; match word; pulse control)

Which of the following signals requests the CPU
to release the system buses?

a. BAI

. BUSRQ

¢. BAO

d. M1

After the DMA has obtained control of the system

busses, it outputs a signal on the
pin. (MREQ; RD; TORQ; WR; MI)

Which of the following signals can be used to slow
down the DMA if the I/O devices and/or memory
are slower than the DMA chip?

a. RDY

b. CEfWAIT
e. MREQ
d
e

=2
oz}

. IORQ
. BUSRQ

The following statements apply to the search
operations. Indicate true or false.

a. _ With 2.5-MHz Z80 DMA, search rates of
up to 2.0 M bytes per second are possible.
b. —_ With 4.0-MHz Z80 DMA, search rates of
up to 2.0 M bytes per second are possible.
¢. — With2.5MHz Z80 DMA, search rates of
up to 4.0 M bytes per second are possible.
d. ___ With 4,0-MHz Z80 DMA,, search rates of

up to 4.0 M bytes per second are possible.

Which of the following transfers are possible when
the DMA is programmed in the transfer class of
operations?

a. CPU-to-memory transfers.

b. CPU-to-I/O transfers.

¢. Memory-to-I/O transfers.

d. [/O-to-CPU transfers.

e. Memory-to-memory transfers.

The following statements apply to the auto restart

feature of the Z80 DMA. Indicate true or false.

a. __ The byte counter is not affected when the
addresses are loaded.

b. ___ The starting addresses for either port are
reloaded when an interrupt comes along.

¢. — A control bit in one of the command
words activates auto restart.

d. __ An auto restart can start a block transfer
or search operation at a new starting
address.

Refer to Fig. 10-4, variable cycle length timing.
Which of the following control signals can be
terminated one half T cycle early?
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BUSRQ

Z@J

/WAIT

wl—|
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mmoeap Ty
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o

Which of the following signals must be simultane-
ously active for readout of the DMA status
register?
. WR

. IOR
. RD
CE
BAI
Refer to the memory-to-1/0 transfer timing of Fig.
10-7. Answer the following questions. (Yes or no)

ep T
o
:

o

(1]

]

a. ___ Is it possible to include a TW state in the
memory read cycle?
b. ___ Isit possible to include a second TW state

in the I/O write cycle?

c¢. — Isit possible to insert a TW state between
T1 and T2 of the I/O write cycle?
d. ___ Is the TW state in the I/O write cycle

inserted automatically?

10-30 For proper control of the I/O-to-I/O transfers
(Fig. 10-10). Certain control signals must be
simultaneously active.

a. — Which pair must be simultane-
ously active for the I/O write operations? (RD;
WR; BAT; MREQ; IORQ; CE/WATIT)

b, ——— Which signals must be simulta-
neously active for the 1/O read operation?
(RD; WR; BAI; MREQ; IORQ; CE/WAIT)

10-31 For all three modes of operation, for the DMA to
be active it must have control of the system buses.
Which signals must be simultaneously active for
bus acceptance and release?

a. BAI, RD, and IORQ

b. RDY, IORQ, and BUSRQ

¢. BAI, RDY, and BUSRQ

d. BAO, BUSRQ, IORQ, and RDY




PROGRAMMING

THE DMA CHIP

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

:

o w2

To introduce the concept of customizing the DMA chip for specific applications involving transfer,
search, and combined transfer-search operations.

To present the command bytes for the basic setup of DMA port A, together with the four associated
registers.

To present the variable timing byte for port A.

To describe the basic setup for port B together with the variable timing byte.

To examine the format of the command byte for the search class of operations, including the match
and mask bytes.

. To present the command byte for the pulse generation, interrupt generation and the interrupt vector

features of the DMA, along with its five associated registers.

To present the command byte for miscellaneous signals associated with control of the DMA operation.
To describe the command byte for several other functions such as resetting, enabling, and disabling
several features of the DMA chip.

To present the features of the read mask register and the status register.

TEXTBOOK REFERENCES 6. For transfer of multiple data blocks Sec. 10-5
For reviewing material in the textbook relevant to the I TouCEU XeRpOEe to DMA, request See:. 102
topics in this chapter, the following chapter(s) and/or 8- For operation of the DMA interface
sections are suggested: chip Sec. 10-7
9. For byte and block count Sec. 10-7.3
1. For general discussion of DMA Chapter 10 10. For byte count update Sec. 10-7.7
2. For transparent mode Sec. 10-2.1 11. For block count update Sec. 10-7.8
3. For cycle stealing mode Sec. 10-2.2
4. For byte-at-a-time DMA transfers.
a. Using single memory Sec. 10-3.1  g1.1 INTRODUCTION
b. Using multiple memories Sec. 10-3.2
5. For continuous mode single-block The Z80 DMA is a programmable interface chip which,
transfers Sec. 10-4  under program control, can be initialized to perform

131
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functions for specific applications within certain limits.
Customizing the DMA requires that the chip be first set
up by writing programming or command bytes into some
or all of the seven groups of write registers. The DMA
chip has two ports and either a memory or an I/O device
can be connected to either of the two ports. Transfers in
either direction are possible between the two ports. It is
also possible to search a data block for a match with a
preestablished match byte whose bits can be selectively
masked out, if so desired. In this chapter we describe the
initialization process and the command bytes involved in a
set-up program. Also, examples are included that show
how the DMA is initialized to perform transfer, search,
and combined transfer-search operations.

11.2 COMMAND WORDS FOR DMA
SET-UP

In this section we discuss the formats of the various
command words which are required to initialize the DMA
chip. The words or bytes define the different classes and
modes of the DMA operation. The DMA chip has seven
groups of write registers. Each group consists of a base
register. Some of these groups have one or more
associated write registers. The seven groups are labeled
WRO-WR6 and there is a total of 14 associated registers.
The procedure of writing into any of the register groups
which has one or more associated register(s) consists of
the following steps.

1. The desired word is first written into the base register.

2. Appropriate pointer bits are included in the byte
written into the base register.

3. The pointer then sets up the address for each of the
sequentially associated registers and the bytes are then
successively written into them.

Each of the seven write register groups and their
associated registers are briefly described next. Remember
that the DMA chip has two fundamental states which can
be programmed. In the enabled state, the DMA obtains
control of the system buses and thereby controls the
transfer of data between the addressed ports. In the
disabled state, no requests for buses are made and so no
data are transferred between ports. When power is first
applied to the DMA chip it automatically goes into the
disabled state. It also goes into the disabled state when the
chip is reset by any means. It is possibie to write command
byies into the write registers, in either of the two states,
but the writing process immediately puts the chip into the
disabled state. It remains in that state until an enable
command is sent by the CPU.

11-2.1 The WRO Group

The WRO group, which contains the basic set-up informa-
tion for the DMA chip consists of one base register
WRO-0 and four associated registers labeled WRO-1
through WRO-4. Figure 11-1 shows these registers and
what is contained in each. The arrows show the bit in the
base register which identifies or affects the associated
registers.

Bits D0 and D1 in the base register identify the class of
operation as in the following codes:

C; C; Operation Class

0 0 Not used

0 1 Data block transfer only
1 0 Search only

1 1 Combined search/transfer

Bit position D2 in the base register identifies which port is
the source port. Selecting one port automatically makes
the other port the destination port for transfer operations.
if the search only mode is selected, then D2 identifies only
the source port. No destination port is addressed or
selected.

11-2.2 The WR1 Group

The WRI1 group also contains the basic setup information
for port A of the DMA chip. It consists of the base

D7 Dé Ds D4 D3 D2 D1 DO

Porl A Address
Follows

Class Control
Bits

Source
Port
1=Port A
0="Port B

Block Length
Follows
WRO-0 Always | |

0 Upper rL»‘::wer Upper y Lower
Byte I Byte | Byte I Byte

1 I

Base
Reg.
0 ®

Port A Start
Address {High)

L D7 D6 DS D4 D3 D2 DI DO
LLC T I I B

Lswro2 [ [ T T T T T ]2 dow
becpomman] |1 T 1 L[ [ | i
L = WRO4 l 1 | 1 | | l | Bl(?ﬂ(ig];;ngth

Figure 11-1 Write Registers Group WR0



register WR1-0 and one associated register WRI1-1, as
shown in Fig. 11-2.

For the Base Register WR1-0

1. A 1in bit DS indicates a fixed address for port A, and
so the bit in D4 has no effect on this information. It can
eitherbe a0 ora 1.

2. A 0 in bit DS indicates that the port A address can
either be incremented or decremented after each byte
transfer, as indicated by the bit in D4 position.

For the Variable Timing Register

1. Bits D4 and D5 are always 0.

2. The variable cycle length time is indicated by bits D0
and D1 as follows:

Di Do No. of T Cycles
0 0 4

0 1 3

1 0 2

1 1| Not used

3. A 0 in the remaining bit positions indicates the
following timing changes. (Note that these timing
variations are explained in Chapter 10.)

0 in Bit Position Ends One Half Cycle Early

D2 IORO
D3 MREQ
D6 RD

D7 WR

11-2,.3 The WR2 Group

The WR2 group contains the basic setup information for
port B of the DMA chip. It consists of the base register
WR2-0 and one associated register WR2-1, as shown in
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Fig. 11-3. The register formats are identical to that for
port A, as shown in Sec. 11-2.2.

For the Base Register WR2-0

1. A 1 in the bit D3 position indicates a fixed address for
port B; consequently, the bit in D4 has no effect on the
operation. It can be either a 0 or a 1.

2. A 0 in bit D5 position indicates that the port B address
can either be incremented or decremented after each
byte transfer, as indicated by the bit in D4 position.

For the Variable Timing Register WR2-1

1. Bits D4 and D35 are always 0.

2. The variable cycle length time is indicated by bits D0
and D1 as follows:

D1 Do No. of T Cycles
0 0 4

0 1 3

1 0 2

1 1 Not used

3. A 0 in the remaining bit positions indicates the
following timing changes. (Note that these timing
variations are explained in Chapter 10.)

0 in Bit Positions End One Half Cycle Early

D2 IORQ
D3 MREQ
D6 RD

D7 WR

11-2.4 The WR3 Group

The WR3 group contains information for the search class
of operations. It consists of the base register WR3-0 and
two associated registers WR3-1 and WR3-2 for the mask

D7 D6 Ds D4 D3 D2 DI DO D7 D6 D5 D4 D3 D2 DI DO
Timing | Port A Port A Port A |Always |Always Timing | Port B Port B Port B [Always|Always
i Al.w{z;ys Byte | Address | Address is _] | Buse i Always Byte Ar.ldr_:.ss Address is | ]}3;,5?
I= {1=Fixed|!l=Increm|1 = 1JO For 010 Reg. 0 1= I = Fixed |l = Increm | 1 =1/O For 010 eg
Follows |0=Inc/ | 0= Decrem|0 = Mem | Port A II Follows |0 = Ine¢./ {0 = Decrem| 0= Mem | Port B i
Dec. 1 Dec. |
D7 D6 DS D4 DI D2 DI DO D7 Do D5 D4 D3 D2 DI DO

L wWRI-] r | [ l | ] | [ Variable Timing

Byte for Port A

Figure 11-2 Write Registers Group WR1

l I Variable Timing

—— WR2-0 1 | ! ] | { Byte for Port B

Figure 11-3 Write Registers Group WR2
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and the match bytes, respectively. The register formats
are shown in Fig. 11-4.

In the mask byte, WR3-1, a 0 in any bit position permits
the bit in the corresponding bit position in the match byte
(WR3-2) to be compared. A 1 in any bit position of
WR3-1 masks out the corresponding bit in WR3-2.

A 1in D6 of WR3-0 enables the DMA chip to request
the bus. This bit duplicates the function 87 hex in WR6-0.
It is used as the last control byte written into the DMA
chip before the DMA gets control of the bus from the
CPU.

11-2.5 The WR4 Group

The WRA4 group contains one base register, WR4-0, and
five associated registers, WR4-1 through WR4-5. This
group of commands is concerned with the pulse genera-
tion, interrupt generation, and the interrupt vector
features of the Z80 DMA. The register formats are shown
in Fig. 11-5.

For the Base Register WR4-0

1. The base register provides pointers in positions D2 and
D3 which indicate that the following 2 bytes are the
block starting address for port B. D2 points to the low
byte (WR4-1) and D3 to the high point (WR4-1). This
is done by means of a 1 in D2 and D3.

2. The mode of operation is defined by bits in positions
D5 and D6 as follows:

M1 Mo Mode of Operation
0 0 Byte-at-a-time-
0 1 Continuous
1 0 Burst
1 1 Transparent

For the Interrupt Control Byte WR4-3

1. Bit D7 is always a 0.

2. A 1in the following bit positions defines the conditions
under which an interrupt is generated:

D7 D6 DS D4 D3 D2 DI DO
DMA CHIP| Interrupt | Match | Mask On | Always
WR3-0 | Always Byte Byte | Match Base
1 | = Enable [1 = Enable] 1= 1= I= 0 | 0 Reg.
Follows| Follows | Stop I
l
D7 D6 D5 D4 D3 DI DI DO
s wrs1 | | | | [ | [ | |Maskye
L w2 [ T T T T T T T | machpoe

Figure 11-4 Write Registers Group WR3

D7 D6 D5 D4 D3 D2 Dl DO
. Mode Operation Interrupt Port B Starting Address Always
WRa-0 [ Alvays Bits Control Byte ; : —
M1 i MO 1= Follows High Byte E Low Byte 0 ! 1 ce
' |
D7 D6 D5 D4 D3I D DI DO
. Port B Starting Address
o mnd-
Wphl [ [ | | ] ] ‘ I 1 {Low Byte)
Port B Starting Address
— )

WRa2 | | | I [ l I _l (High Byte)

D7 D6 D5 D4 D3 D2 Dl DO

| Interrupt | Status | Interrupt | Pulse Interrupt Conditions

Alwaysl condition Vector | Control il | Interrupt
e BRI Iom Byte 1= I=Atend | 1=0n |Control
1=0n | Affects L= = Generated of block | Match | Register
Ready Vector Follows | Follows l
: |
T T
L wras C T T 1T 1T T 1 | Pulse Control Byte
DT Do DS D4 D3 D> D1 DO
e WR4-SI | I ] | [ l | Interrupt Vector

Figure 11-5 Write Registers Group WR4



Bit Positions Interrupt-Generating Condition

DO On match
D1 At the end of the data block
D6 On ready

3. A 1in D2 generates a pulse on the INT terminal line
when the entire data block is processed. The length of
the block, in bytes, is loaded in the pulse control byte
register WR4-4.

4. A 1 in D3 indicates that a pulse control byte follows.

5. A 1 in D4 indicates that the interrupt vector follows
and is to be loaded in register WR4-5.

6. A 1 in D5 indicates that the status register’s contents
will determine and modify the interrupt vector byte
(WR4-5), as shown below. (Note that the format of the
status byte is described later in Sec. 11-2.8.)

For the Pulse Control Byte WR4-4

1. An 8-bit control word is loaded into WR4-4. This is
usually the desired number of bytes in the data block.

2. On completion of each DMA byte operation, either a
transfer or a search, the contents of the register are
compared with the contents of the low-order byte of
the byte counter.

3. When the 2 bytes compare (i.e., they are the same), a
pulse is generated on the INT line. However, a
legitimate interrupt is not generated.

For the Interrupt Vector Byte WR4-5

1. The contents of this register identify the particular
DMA chip in the Z80 system.

2. The byte in WR4-5 is transferred to the CPU during
the interrupt acknowledge, provided the interrupting
DMA is the highest-priority device on the daisy chain.

3. When bit D5 of the interrupt control byte (WR4-3)is a
1 and the DMA chip is programmed to generate an
interrupt when a specific status condition exists, the
vector in WR4-5 will be changed, as shown below by
modifying bits D1 and D2.

D2 D1 Status Condition
0 0 Interrupt on ready—RDY
0 1 Interrupt on match
1 0 Interrupt on end-of-block
1 1 Interrupt on match and end-of-block

11-2.6 The WRS Group

The WRS group contains only the base register WR3-0
and has no associated registers. It contains miscellaneous
signals associated with control of the DMA operation.
The format of the byte is shown in Fig. 11-6 and the
functions performed by each bit are presented below.
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D7 D6 D5 D4 D3 D2 DI DO
Not | End of Block | Pin #16 Ready| Not
Always|Usedlg=sTOP  [0=TEONLY| 1= [Used|Alvays
1 1=AUTO || =CFuand | Active Base
WR5-0 1or |” RESTART| o | 'High |'°" 0 | |Reg
0 WAIT 0= 1o
Multiplexed | Active :
on same pin. Low :

Figure 11-6 Write Register Group WR5

1. Bit positions D2 and D6 are not used, so they can be
eitheraOora l.

2. Bit position D3 indicates whether the input on the
RDY pin (pin 25) is to be intepreted as active when it is
high or low.

3. Bit position D4 specifies whether the CE/WAIT input
pin (pin 16) is to be interpreted as a chip enable oras a
wait during the time when the bus acknowledge signal
input is active.

4. Bit position D5 indicates the action to be taken when
the end of block is reached. A 0 in D5 stops the DMA
operation and a 1 automatically repeats the entire
operation.

11-2,7 The WR6 Group

This group contains the base register WR6-0 and one
associated register, WR6-1. This group performs a num-
ber of miscellaneous functions including resetting, as well
as enabling and disabling various features. The formats of
the two registers are shown in Fig. 11-7.

For the Base Register WR6-0

1. With the exception of bit positions DO, D1, and D7
which always contains a 1, positions D2-D6 are coded
FO-F4. They contain the applicable binary codes.

2. The F0-F4 codes and the functions they perform are
given in Table 11-1. For programming convenience the
corresponding hex codes are also included.

D7 D6 D5 D4 D3 D2 DI Do
Command Bits Always

WR6-0 Always Base
1 Reg.

{4 3 2 f1 fo 1 1

D7 D6 D5 D4 D3 D2 Di Do

Read Mask Bits

Always Read
WR6-1 a
9 ’ Mask

g6 g3 gd g3 g2 el g0

Figure 11-7 Write Register Group WR6
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Table 111 COMMAND CODES FOR REGISTER WR6-0
Hex Command Bits
Code 4 13 2 fl fo Command Description

C3 1 0 0 0 0 Resets interrupt circuitry, disables interrupt and bus request logic,
removes internal ready condition, disables MUXCE, and stops auto
repeat.

C7 1 0 0 0 1 Resets port A timing to standard Z-80 timing.

CB 1 0 0 1 0 Resets port B timing to standard Z-80 timing.

CF 1 0 0 1 1 Loads starting address for ports A and B and clears the byte counter.

D3 1 0 1 0 0 Continues address from present location and clears the byte counter.

AB 0 1 0 1 0 Enables interrupts.

AF 0 1 0 1 1 Disables interrupts.

A3 0 1 0 0 0 Resets and disables interrupt circuitry like (RETI) and removes/de-
lete the internal ready condition.

87 0 0 0 0 1 Enables DMA.*

83 0 0 0 0 0 Disables DMA.7

A7 0 1 0 0 1 Initiates read sequence to the first register designated as readable by
the read mask register WR6-1.

BF 0 1 1 1 1 Sets read status so that the next readout is from the status register.

B3 0 1 1 0 0 Forces an internal ready condition regardless of the input on the
RDY pin.7t

8B 0 0 0 1 0 Clears match and end-of-block status bits.

B7 0 1 1 0 1 Enable after RETI instruction so that the DMA requests bus only
after it receives a RETI. An enable DMA command must follow this
code.

BB 0 1 1 1 0 A read mask byte follows.

*Both codes 87 and 83, enable and disable DMA, respectively, affect all operations except interrupts. They do not reset any functions.
tThis command (B3) is used for memory-to-memory operations where a RDY signal is not required. This command does not function in a

byte-at-a-time mode.

For the Read Mask Register WR6-1

read out. The format of the status register is shown below

1. If the BB code is used in the base register WR6-0, then in Fig. 11-8. Note that the status bits are active low.
WR6-1 must follow.

2. The bit in the D7 position is always a 0.

3. A 1 in bit position DO-D6 enables the readout of the 11.3 PROGRAEMMING THE DMA FCR

various register bytes, as follows:

DO Status register (RRO).

D1 Byte counter, low byte (RR1).
D2 Byte counter, high byte (RR2).
D3 Port A address, low byte (RR3).
D4 Port A address, high byte (RR4).
D5 Port B address, low byte (RR5).
D6 Port B address, high byte (RR6).

11-2.8 The Status Register

The seven registers, identified as RRO-RR6, are the read 11 1
registers. When the bit position D0 of the mask register

TRANSFER-ONLY OPERATIONS

In this section we show, by means of typical examples,
how the DMA chip can be programmed for the transfer-
only class of operations, which allows us to transfer blocks
of data between the source and the destination ports. (See
Sec. 10-5.1 for review of this class of operation.)

D7 D6 D3 D4 D3 D2 D1 DO

End-Of- | Match | Interrupt | Not |Ready |DMA Operation

Not Used Bluck | Found | Pending | Used |Active | Has Occurred

I
Oor § Dor 0 0 0 Uor 0 1

WR6-1 contains a 1, the contents of the status register are  Figure 11-8  Status Register



11-3.1 I/O-to-Memery Transfer

Example 11-1

A peripheral device whose starting address is 36y is
connected to Port A and a memory is connected to port
B. A block of data whose length is 0435, bytes is to be
transferred from the peripheral to the memory at
starting address 1820y using the Continuous Mode of
transfer. An interrupt must be generated on the Ready
condition and the INT line is to be pulsed every time
byte 87 of the block is transferred. The interrupt vector
of the peripheral is 4Ey. The ready signal is active high
and the CE pin is interpreted only as a chip enable.

Design the DMA initialization program for this
problem giving each byte in both machine language
code and the hexadecimal code and identify each write
register (WR) used, along with a brief explanation of
each byte.

Solution

The solution for this problem is given in convenient tabu-
lar form in Table 11-2. In step 13 of this table note that an
X and a 0 are indicated in bit positions D2 and D6. The X
means that these bit positions do not affect the operation
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of that particular register. However, for purposes of giv-
ing the proper hexadecimal code, eithera 1 or a 0 must be
used in these two positions. Arbitrarily we have chosen
to use a 0 in both these bit positions. i}

11-3.2 Memory-to-Memory Transfers

Example 11-2

One block of data, consisting of 128, bytes, is to be
transferred from memory Y (connected to port A) to
memory Z (connected to port B). The starting address
of the block in memory Y is 3F94 and each subsequent
address is incremented. The starting address of the
block in memory Z is 28AAy and each subsequent
address is decremented. The burst mode is used. On
completion of the block transfer, an interrupt is to be
generated on the INT line. The CE is used only as a chip
enable. The interrupt vector of memory Y (port A) is
7Ay. Ready is indicated as active low and the DMA
activity is terminated at the end of the block. To make
the two memories speed compatible, memory Z re-
quires two additional T cycles.

Design the DMA initialization program for this prob-
lem, identifying each write register (WR) along with a

Table 11-2 DMA INITIALIZATION BYTE FOR EXAMPLE 11-1

Byte Write Registers Machine Language Code s
No.  Base Associated Functions and Comments D7 D6 D5 D4 D3 D2 DI DO Code
1 WRO0-0 . Setup byte—direction of transfer, port A address, and block 0 1 1 0 1 1 0 1 6D

length follow.
2 -~ WRO-1 Port A start address—Ilow byte o 0 1 1 0 1 1 0 36
3 & WRO-3 Block length—low byte 6c o 1 1 0 1 0 1 35
4 - WRO-4 Block length—high byte o o o 0 0 1 0 0 04
5  WRI-0 = Port A is peripheral with fixed address. No variable timing g o 1 1 1 1 0 0 3cC
byte follows
6 WR2-0 = Port B setup byte Port B is memory. Starting address is 0o 0 0o 1 o 0 0 0 10
incremented. No variable timing byte follows.
7  WR4-0 = Defines continuous mode of operation. Port B starting 1 0o 1t 1 1 1 0 1 BD
address bytes and interrupt control byte follow.
8 - WR4-1 Port B start address—low byte o o 1 0 OO 0 0 0 20
9 = WR4-2 Port B start address—high byte o 0 0o 1 1 0 0 0O 18
10 7 WR4-3 Interrupt control byte--INT is generated on ready condition. 0 1 0 1 I 1 0 0 5C
11 = WR4-4 Pulse control byte—compared with byte counter— 1 0 0 0 0 1 1 1 87
generates pulse on INT line when the two compare
12 - WR4-5 Interrupt vector of peripheral. o 1 0 0 1 1 10 4E
13 WRS-0 -~ Control byte—ready active high, stop end-of-block, and CE 1 o 0 0 1 0 1 0 BA
is chip enable only X X
14  WR6-0 - Load starting addresses and reset byte counter. 11 0 0 1 1 1 1 CF
15  WR6-0 N Enable DMA 1 0 0 0 0 1 1 1 87
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brief explanation of each byte. Give both the machine
language and the hexadecimal codes for each byte.

Solution

The solution for this problem is given in convenient
tabular form in Table 11-3. In step 13 of this table note
that an X and a 0 are indicated in bit positions D2 and
D6. The X means that these bit positions do not affect
the operation of that particular register. However, for
purposes of giving the proper hexadecimal code, either
a 1 or a 0 must be used in these two positions.
Arbitrarily, we have chosen to use a 0 in both these two
positions. =

11-4 PROGRAMMING THE DMA FOR
SEARCH OPERATIONS

Example 11-3

A block of data, 96, bytes long, is stored in memory
starting at address 2A2Ay. The block addresses incre-
ment from this address. The memory is connected to

port A. The data block is to be searched for a match on
8Dy. The match must be obtained on all bits of this
byte. The DMA operation must stop when a match is
obtained and an interrupt must be generated. The
operation must then branch to a subroutine whose
starting address low byte is BCy. The byte-at-a-time
mode of operation is used. Ready is active high and the
CE pin is used for chip enable only.

Design the DMA initialization program for this prob-
lem, identifying each write register (WR) along with a
brief explanation of each byte. Give both the machine
language and the hexadecimal code for each byte.

Solution

The solution for this problem is given in convenient
tabular form in Table 11-4. In step 10 of this table note
that an X and a 0 are indicated in bit positions D2 and
D6. The X means that these bit positions do not affect
the operation of that particular hexadecimal code;
either a 1 or a 0 must be used in these two positions.
Arbitrarily, we have chosen to use a 0 in both these bit
positions.

Table 11-3 DMA INITIALIZATION BYTES FOR EXAMPLE 11-2

Write Registers

Machine Language Code

Byte Hex
No. Base Associated Functions and Commentis D7 D6 D5 D4 D3 D2 DI DO Code
1 WR0-0 - Setup byte—port A address, direction of transfer, and block 0 0 1 1 1 1 0 1 3D
length follow.

2 = WRO-1 Port A start address—low byte 1 0 0 1 0 1 0 0 94

3 = WRO0-2 Port A start address—high byte 0 0 1 1 1 1 1 1 F

4 - WRO-3 Block length—low byte o 0 0 0 0 0 O 80

5 WRI-0 = Port A is memory—addresses are not fixed. Port Aaddress 0 0 ¢ 1 0 1 0 0 14
increments. Variable timing byte does not follow.

6 WR2-0 - Port B setup byte—port B is memory, starting address is o 1 o0 0 0 0 0 O 40
decremented. Variable timing byte follows.

i = WR2-1 Variable cycle length time—two additional T cycles— 1 1 0 0 1 1 1 O CE
IORQ, MREQ, RD, and RW do not end one half cycle early.

8 WR4-0 = Defines burst mode of operation. Port B starting address 1 1 0 1 1 1 0 1 DD
bytes and interrupt control byte follow.

9 - WR4-1 Port B start address—low byte 1 1 0 0 AA

10 - WR4-2 Port B start address—high byte 0 o 1 0 1 0 0 O 28

11 -~ WR4-3 Interrupt control byte—interrupt is generated on ready o 1 1 1 0 0 10 72
and end-of-block. Pulse control byte does not follow

12 = WR4-5 Interrupt vector of memory Y (port A). c 1 1 1 1 0 1 O 7A

13 WRS-0 = Control byte—ready active low, CE is chip enable only, 10 0 0 0 0 1 O 82
and stop DMA at end-of-block. X X

14 WRG6-0 = Load starting addresses and reset byte counter. r 1 ¢ 0o 1 1 1 1 CF

15 WRe6-0 - Enable DMA. 1 0 0 0 0 1 1 1 87




Table 11-4 DMA INITIALIZATION BYTES FOR EXAMPLE 11-3

Write Registers

Machine Language Code

Byte Hex
No.  Base Associated Functions and Comments D7 D6 D5 D4 D3 D2 DI DO Code
1 WRO0-0 - Setup byte, port A address, block length follows 0o 0 1 1 1 1 1 0 3E
2 - WRO-1 Port A start address, low byte 0 0 1 0 1 0 1 0 2A
3 — WR0-2 Port A start address, high byte 0 0 1 0 1 0 1 1] 2A
4 - WRO0-3 Block length, low byte 0 1 1 0 0 0 0 0 60
5 WR10 = Port A is memory. Address is not fixed. Address increments. 0 0 0 1 0 1 0 0 14

No variable timing byte follows.
6 WR3-0 - Search class of operation. Match byte follows. Mask byte 1 1 1 1 0 1 0 @0 F4
does not follow. Stop DMA on match and generate interrupt.
7 = WR3-2 Match byte (all bits). 1 0 0 0 1 1 0 1 8D
8 WR4-0 o Defines byte-at-a-time mode. No port B address. 1 o0 0 1 0 0 0 1 91
Interrupt control byte follows.
9 = WR4-3 Interrupt control byte. Interrupt generated on match. o o o 1 0o o 0 1 11
Interrupt vector follows (loaded in WR4-5).
10 = WRA4-5 Interrupt vector of memory (port A) i1 0o 1 1 1 1 0 O BC
11 WRS50 - Control byte. Ready active high. CE is chip enable only. 1 0 0 0 1 0 1 0 BA
12 WR6-0 = Enable DMA. 1 0 0 0 0 1 1 1 87
Table 11-5 DMA INITIALIZATION BYTES FOR EXAMPLE 11-4
Byte Write Registers Machine Language Code Hex
No.  Base Associated Functions and Comments D7 D6 D5 D4 D3 D2 DI DO Code
1 WRO0-0 - Setup byte. Port A address. Defines port B as source g 0o 1 1 1 0 1 1 3B
Block length follows.
2 = WRO-1 Port A start address, low byte 1 1 0 1 1 1 0 1 DD
3 = WRO-2 Port A start address, high byte g o 1 0o ¢ 1 0 0 24
4 = WRO-3 Block length, low byte 1 0 1 1 0 0 1 0 B2
5 WRI1-0 = Port A is memory. Address is not fixed. Address decrements 0 0 0 0 0 1 0 0 04
Variable timing byte does not follow.
6 WR2-0 = Setup byte for port B. Address decrements. Port B is o 0 0 0 0 0 0 0 00
memory. Variable timing byte does not follow.
7  WR340 & Defines search class of operation. Match and mask bytes 11 1 1 1 1 0 0 FC
follow. Stop on match and generate interrupt.
8 = WR3-1 Mask byte. Bits D1, D2, D5 and D6 are masked. 1 1 0 1 1 0 66
9 ~ WR3-2 Match byte 1 1 1 1 1 1 77
10 WR4-0 - Defines byte-at-a-time mode. Port B address and interrupt 10 0 1 1 1 0 1 9D
control bytes follow.
11 = WR4-1 Port B start address, low byte 0o 0 1 0 0 1 23
12 = WR4-2 Port B start address, high byte 1 1 1 0 1 1 E9
13 = WR4-3 Interrupt control byte. Interrupt generated on match. o 0 0 1 0 1 11
Interrupt vector follows.
14 = WR4-5 Interrupt vector. 1 0 0 1 1 0 0 0 98
15  WRS-0 = Control byte. Pin 16 used for CE. i 0 0 0 0 0 1 0 82
16 WR6-0 = Enable DMA. 1 0 0 0 0 1 1 1 87

139
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11-5§ PROGRAMMING THE DMA FOR
SEARCH-TRANSFER OPERATIONS

Example 11-4

Memory A is connected to port A of the DMA chip and
memory B to port B. A block of data, B2y in length is to
be transferred from memory B to memory A. The
starting address in memory A is 24DDy and E923; in
memory B. Both addresses are decremented. Simulta-
neously, a match is to be performed on bits D0, D3, D4,
and D7 only of the bit 77;;. When a match is found, an
interrupt must be generated and a service subroutine,
whose starting address low byte is 98y, is to be
executed. If a match is not found, then the DMA
operation must be terminated on completion of the
block transfer. The CE pin is used for chip enable only.
Byte-at-a-time mode of operation is used.

Design the DMA initialization program for this
problem, identifying each write register (WR) along
with a brief explanation of each byte. Give both the
machine language and the hexadecimal codes for each
byte.

Solution

The solution for this problem is given in convenient
tabular form in Table 11-5. |

11-6 REVIEW QUESTIONS

11-1  The following statements apply to the write
registers used for initialization of the DMA chip.
Fill in the blanks,

a. There are base registers and a total of

associated registers. (2; 4; 6; 7; 8; 12;

14; 16)
b. Pointer bits are written into
registers. (base; associated)
¢. Control bytes are successively written into the
registers. (base; associated)

The base register of the WRO0 group is loaded with
the following byte:

00111110

Answer the following:

a. — Which port is the source port? (A; B)

b. — How many bytes are involved in the
source port address? (1; 2)

. Which class of operation is the DMA

programmed for? (transfer only; search
only; combined search/transfer)

d. —_ How many bytes does the number speci-
fying the block length contain? (1; 2)

11-3

11-4

11-5

11-6

WR3-( e

11-7

The following statements apply to the WRI1 group
whose registers are loaded as shown below.
Indicate true or false.

WRI-0«—01000100
WRI-1«—11000101

a. — Port A is an I/O port.

b. — Port A address is decremented after each
byte is transferred.

¢. — A timing byte follows the base register
byte.

Refer to question 11-3 and indicate true or false.

a. — WRI-1 specifies that variable cycle length
timing is used.

b. — The number of T cycles used is two.

¢. — The IORQ signal is terminated one half
cycle early.

d. __ The WR signal is terminated one half
cycle early.

3. — The MREQ signal is terminated one half
cycle early.

f. ___ The RD signal is terminated one half
cycle early.

Answer the following questions (yes or no) for the
WR2 group whose base register is loaded with the
following byte.

WR2-0«—0111000

a. — Is the variable timing byte loaded after
WR2-0?

b. —__ Will the port address be incremented
after each byte is transferred?

c. — Will the port address be decremented
after each byte is transferred?

d. ___ Is the port B address fixed?

e. — Isthe port B an I/O port?

The WR3 group is concerned with the mask and
match bytes. Construct the WR3-0 byte for the
following conditions:

a. A match byte follows.

b A mask byte follows:

¢. Stop on match.

d. Disable interrupt.

D7 D6 D5 D4 D3I D2 D1 DO

The WR3 group of the Z80 DMA is to be
programmed such that the match byte consists of



WR3-0 t+—

WR3-| +——

WHI-2 t————

all ones. However, the first and the last bits of this
byte are to be ignored. When a match is obtained,
the search must be stopped but an interrupt is not
generated. Fill in the bits for the 3 bytes in the
following chart.

D7 D& DS D4 D3 D2 DI DO

11-8 The following statements relate to writing the
WR4 group of bytes. The DMA is operated in the
continuous mode and no interrupt control byte
follows. The hex code for the port B starting
address is 3B8Dy. Indicate true or false.

a. _ Bit D0 and D1 of WR4-09 are 1 and 0,
respectively.

b. ____ Bits D6 and D5 of WR4-0 are 1 and 0,
respectively.

¢. — BitD4of WR4-Oisal.

d. __ WR4-2contains0011101 1.

e —— WR4-1contains 10001101,

f. —_ Bit D7 of WR4-0 is a 0.

11-9  The interrupt control register, WR4-3, contains
the following byte.

D7 D6 D5 D4 D3I D2 DI DO

WR4-3 @————| 0 | 0 | 1 ! 0| o i 0

In this case the D2 and D1 bits in WR4-5 will be,
respectively:
a. 1

[ e R =

b. 0
c. 1
d 0

11-10

11-11

11-12

13

Programming the DMA Chip 141

Construct the byte for the base register of group

WRS for the following conditions:

a. Auto restart on end-of-block

b. Ready active low

¢. CE/WAIT line signal is wait when the bus
acknowledge signal input is active.

D7 D6 DS D4 D3 D2 D1 Do

The following statements apply to the base regis-
ter of the WR6 group. Indicate true or false for the
command which results in the readout from the
status register.

a. — The hex code for the command is B8y.

b. — The f4 bit of the command is 0.

¢. — The fl bit of the command is a 1.

d. ___ The f0, 2, and f3 bits of the command are
all 1s.

The hex code BB is used in the WR6-0 register.
Construct the byte for the WR6-1 register which
will enable us to read out the low byte of port A
address.

D7 D6 D3 D4 D3I D2 DI DO

The following statements refer to the DMA status
register. Indicate true or false.

a. — A 1in D1 indicates ready active status.
b. —_ The end-of-block condition is indicated

by a 0 in bit position D5.
. — Bit position D2 must always be a 0.
d. —_ A match found condition is indicated by a
0 in bit D4 position.

l



780 SERIAL INPUT/OUTPUT |
CHIP

CHAPTER OBJECTIVES

To introduce students to the programmable serial 1/O chip.

To present the principal features of the Z80 serial input-output (S10) chip.

To present and describe the generalized architecture of the SIO receive data path for both the
asynchronous and the synchronous modes of operation.

To describe byte-oriented, synchronous protocols, namely, the monosync, bisync, and external meth-
ods of character synchronization.

To describe the operation and use of the cyclic redundancy check (CRC) character.

To examine the bit-oriented protocol (SDLC mode).

. To present and describe the generalized architecture and operation of the SIO transmit data path for
both the asynchronous and the synchronous modes of operation.

To present the package pin assignments and functions in convenient tabular form.

To discuss the SIO timing involved in the read, the write, the interrupt acknowledge, and the return
from interrupt cycles.

Noo & wWh=

©®

TEXTBOOIK REFERENCES 12.1 INTRODUCTION

For reviewing material in the textbook relevant to the The serial input-output (SIO) chip provides program-
topics in this chapter. the following chapters and/or mable, full duplex, two independent channels which have
sections are suggested: separate control and status lines for interfacing the Z80
CPU with modems and other devices which require serial
digital communication capabilities. Basically, the SIO

1. For 1 discussion of serial I/O : . ;
peneIal s ena functions as a serial-to-parallel and parallel-to-serial

5 ngsg:;iral discisdon ot ehaipres LL converter and controller. Under program control, t.he SIO
programmable 1/0 transfers Chapter 12 can t_Je_, reconfigured to operate unde!- several dlfferent

3. For conversion and synchronization conf:htmns gnd rr}odes so that it can be mterfaqed with /O
. R o S5 P10 devzces_s havmg:liafferenl word lengths and a wide range of

e : operating speeds.

4. For description of the UART Sec. 12-2 The SIO handles several protocols. They include both
5. For muitipie buffering of data Sec. 12-2-1.4  gynchronous and asynchronous protocols as well as the
6. For UART error indications Sec. 12-2-1.5  bit- and byte-oriented functions, usually performed by
7. For UART initialization Sec. 12-2-1.6  UARTS and USARTS. All incoming and outgoing data
8. For general UART operation and are fully buffered. The receiver data are quadruple
block diagram Sec. 12-2-1.8  buffered and the transmitter data are double buffered. In



the Z80 nC system, the SIO can be interfaced with either
the CPU or the DMA chip. Also, it can be used in the
interrupt daisy chain and has the capability of providing
interrupt vectors without any additional logic.

12-2 PRINCIPAL FEATURES
OF THE SIO

1.

ol

e

The SIO is a third-generation chip that uses the
N-channel, depletion-mode, silicon-gate technology.
A single 5 volt-=5% power supply is required.

A single-phase 5-volt clock is used.

All inputs and outputs are fully TTL compatible.
The chip operates in a temperature environment of 0°C
to +70°C.

In the synchronous operating mode, the following data
rates can be used:

a. With 2.5-MHz system clock - 0-550 K bits/second
b. With 4.0-MHz system clock - 0-880 K bits/second

. The SIO can operate with 5, 6, 7, or 8 bits per

character and odd or even parity or no parity at all.
Parity, framing, and overrun errors can be detected

and the SIO can operate in four clock modes, X1, X 16,
%32, and x64.

12-3 THE SIO ARCHITECTURE

12:3.1 The Generalized SIO Bloclk
Diagram

1;

Figure 12-1 shows the generalized block diagram of the
SIO. On the CPU side, the chip uses the 8-bit data bus
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for transfer of data between the CPU and the SIO as
well as the transfer of command words from the CPU
to the SIO. Control signals are sent to the SIO on a
6-bit control bus.

2. The internal control logic and the interrupt control

logic blocks essentially perform the same functions that
were previously described in Chapter 6 for the PIO
chip and in Chapter 8 for the CTC chip.

3. Each channel has is own group of read/write registers,

which include five 8-bit control registers, two sync-
character registers, and two status registers. Each
channel also has discrete control logic and status logic,
which makes it possible for the SIO to communicate
with modems or other I/O devices.

4. For both channels the write registers are designated

WRO0-WR7, and the read registers are designated
RRO0O-RR2. The function performed by each register
follows.

Write Registers

WRO0: Contains registers pointers and initialization
commands for the different modes, including
CRC initialization.

WRI1: Defines receive/transmit interrupts and the
data transfer mode.

WR2: Contains the channel B interrupt vector (not
channel A).

WR3: Contains receiver parameters and controls.
WR4: Contains various miscellaneous parameters
for different receive/transmit modes.

WRS5: Contains parameters and controls for the

transmit operation.

<= )} Serial Data Input

i Chasasii __ﬁ Channel A :___)— Rec /Tran. Clocks
Control READ/WRITE [ <—>  SYNC
Logic Registers L WAIT/READY
S10 Control 4_\ /_\ Channel A
ontro Control and [ | Modem and Other
Bus Status [ [ Controls
Five Lines e
S10
i Bus ¢ Internal Bus
CPU DO=-D7 Interface
8 Bits =5 [l
Channel B L_o | Modem and Other
3 Data Bus Vi AV CO';;E:L:M l—— { Controls
INT
Interrupt Channel B PPN, :
< — Control | |READ/WRITE )~ Serial Data Input
IEI ~ Logic Registers ‘——D Channel B t)— Rec (Tran. Clocks
e te—p SYNC

=3 WAIT/READY

Figure 12-1 Generalized SIO Block Diagram
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WR6: Contains the sync character or the SDLC
(synchronous data link control) address
field.

WR7: Contains the sync character or the SDLC
flag.

Read Registers
RRO: Holds the buffer status, interrupt status, and
external status words for the receive/transmit

operations.

RR1: Contains the status for the special receive
condition.

RR2: Contains the channel B modified interrupt

vector (not channel A).

12-3.2 The Reeceive Data Path

. Figure 12-2 is a simplified block diagram of the path

taken by the incoming data in the SIO.

. The incoming data are a serial bit stream in which the

word length could be from 5 to 8 bits. Also, the serial
data could be transmitted in either the synchronous or
the asynchronous mode. (See Sec. 11-3.3 in the
textbook for a brief description of these modes.) We
will follow the data path in Fig. 12-2 for both these data
transmission modes.

12-3.2.1 The Asynchronous Mode

5. In both channels the associated logic formats synchro- 1. The serial data stream enters the SIO chip via the
nize and validate the data transferred in and out of that RxDA line and goes through a 1-bit time delay.
channel. 2. From this point the data bit stream can proceed in one

6. The modem control signals, for both channels, are of the two possible paths, depending on the word
general-purpose and can be used for functions other length. If the character is 5 or 6 bits long, it enters the
than controlling the modems. 3-bit buffer and is then loaded into the 8-bit receive

7. The interrupt control logic provides the automatic shift register.
interrupt vectoring capabilities by determining which 3. If the incoming character is 7 or 8 bits long, it bypasses
channel, and which I/O device within that channel, has the 3-bit buffer and is directly loaded into the 8-bit
the highest priority. receive shift register.

8. In the SIO, channel A has a higher priority over 4. The reason for the preceding two procedures is that the
channel B. Also, the receive status, the transmit, and receive shift register is an 8-bit serial-in/parallel-out
the external status interrupts are assigned priorities, in shift register. The output of this register is always an
that order, within each channel. 8-bit parallel word regardless of the number of bits in

280 it by 1/0 Data
ov KB D puer
DO-D7
To Channel B Logic | | To Write Data Logic
| Internal Data Bus (8 Bits) :___ : : :: :
i Receive | RXCA
Clock Logic
Three R; rcrt: :e R;;:}cge Three
Registers E Registers ) 1 Bit R X DA
FIFO Stack FIFO Stack e SYC Reg and i, it
(8 Bits) (8 Bits) [Hunt Mode|  Zero Delete Delay
l(BlSYNC)
|
i | 1
i Receive ;
Receive : s 3 Bit
Error Logic <l— S:‘ériaprt{:}b Ey Buffer (
T )
3
CiC CRC Delay
i < Register
Checker (8 Bits)
q SDLC-CRC

Figure 12-2 Block Diagram of Receive Data Path



the incoming word. To accomplish this goal, the SIO is

designed to operate as follows:

a. The receiver logic automatically inserts 1s when a
character length of less than 8 bits is used in the
incoming serial bit stream.

b. If the parity is enabled and the incoming word
length is 8 bits, then the parity bit is stripped from
the word and only the 8 data bits are converted into
a parallel format.

¢. If the incoming word is 7 bits long plus parity, then
the parity is not stripped but carried along.

d. If the incoming word is 5 or 6 bits long, then the
3-bit buffer inserts 1, 2, or 3 bits (binary 1s),
depending on whether the word is 5 or 6 bits and
whether a parity bit is included.

. The artificially inserted 1 bits are always in the higher
significant bit positions of the parallel formatted word.
For example, if the incoming word were 5 bits long and
had a parity bit, then the assembled word in the receive
shift register would look as shown in Fig. 12-3.

. The 8-bit word is then sent to the three-register
receiver data stack, which operates on a first-in,
first-out (FIFO) basis. From this stack the 8-bit word is
transferred to the Z-80 CPU via the internal data bus,
the I/O data buffer, and the CPU data bus (D0-D7).

. Notice that the 8-bit parallel data word is quadruple
buffered, since it passes through the 3 FIFO registers
and the receive shift register. This time delay is
provided, so that the CPU has ample time to service
any interrupts that may come up while the SIO keeps
accepting and formatting the incoming data words.

. The formatted 8-bit word is also sent to the receive
error logic. This logic checks for parity, framing, and
overrun errors and generates error status word. This
word is then sent to the 3-register, 8-bit, receive error
stack. This is also a FIFO stack.

. Thus, each data word is quadruple buffered and its
corresponding error status word is likewise quadruple
buffered, and for the same reason. Since both stacks
read out to the internal data bus, correlation between
the two is maintained by first reading out the error
status word and then the corresponding data word. A
special interrupt vector is generated if an error is
indicated by the status word.

D7 Do D3 D4 D3 D2 DI DO

1 I 1/0 X X X X X

RN T = J
Inserted Parity Data Bits
Bits Bit

Figure 12-3 Aurtificially Inserted Bits in Serial Bit Stream
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12-3.2.2 The Synchronous Mode

A. Byte-Oriented Protocols

The synchronous mode is a little more complex than
the asynchronous mode. In the SIO modes of data
transmissions we use some terms which are explained
as follows:

. Monosync synchronization of character. This is the

situation where the actual character or data word is
preceded by a preset 8-bit SYNC pattern which is
inserted by the transmitter. The SIO has the same
pattern of bits prestored in register WR7. When a
match between the incoming data stream and this
pattern in WR7 is made, synchronization is achieved.

. Bisync synchronization of character. This is very similar

to monosync synchronization except that the same
SYNC bit pattern is prestored in registers WR6 and
WR7. This essentially implies a 16-bit SYNC pattern.
Synchronization is achieved only when the desired data
character is preceded by two contiguous SYNC bit pat-
terns. The data character is captured and synchronized
only when a match is achieved between the two SYNC
patterns and the contents of WR6 and WR7. Note that
in both the monosync and the bisync modes, the pin la-
belled SYNC of the SIO chip is used as an output. It is
active during the part of the receiver clock that detects
the SYNC character or pattern of bits.

. External synchronization. Character synchronization is

achieved externally in this mode. The SYNC pin is
used as an input that indicates that synchronization is
achieved. After the sync pattern is detected by
comparing the incoming bit stream with the contents of
WR7, the logic in the I/O must wait for two cycles of
the receive clock before the SYNC input line is
activated. The assembly of the data character begins
on the positive-going edge of the RxC receive clock
that precedes the falling edge of the SYNC signal.

. The hunt phase. In all three preceding modes of

character synchronization, the SIO first goes through a
hunt phase, during which it looks for character
synchronization. The SIO goes into the hunt phase
after it is reset and only if the receiver is enabled. The
data transfer begins only when proper synchronization
is achieved.

. Cyclic redundancy check (CRC) character. This is a

16-bit error checking code that is appended to each
record that is transmitted and subsequently received.
A record is formed by several characters of groups of
words. The CRC is generated by counting the total
number of bits (both 1s and 0s) involved in the record
and a mathematical formula in the transmitter. In the
receiver the bits in the receiver are again checked using
the CRC code appended to the record.
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The message formats for the monosync, bisync, and

external sync modes are shown in Fig. 12-4.

8. The receive operation. To understand the receive

operation in the synchronous mode, refer to Fig. 12-2.

The path taken by the incoming data through the

receiver depends on the character length and the

transmission mode used.

a. The receive operation begins with the hunt phase.
The incoming data bit stream is monitored for the
SYNC pattern bits. If the SIO is programmed for
the monosync mode, a match between the contents
of WR7 and the incoming bits results in synchro-
nization, and the succeeding words are then cap-
tured and handled in exactly the same manner as
previously described for the asynchronous mode. In
this mode the comparison is made with the incom-
ing bits assembled in the sync register and the
WR7.

b. In the bisync mode the first 8 bits of the incoming
data stream are checked in the sync register and
then transferred into the receive shift register. The
next 8 bits are then shifted into the sync register.
Synchronization is established when the contents of
the receive/sync register are matched with the
contents of the WR6/WR7 register. The data/re-
cord characters are then handled as previously
explained.

B. Bit Oriented Protocol (SDLC Mode)
1. In addition to the monosync and the bisync synchro-

nous modes, which are byte-oriented protocols, the
SIO is also designed to handle a bit-oriented protocol,
called the IBM SDLC (synchronous data link control).
. Operation in this mode also starts with the hunt phase.
The incoming data bit stream first goes through the

e Messuge Flow

Begin End
Syne CRC CRC
Char Data Record Field Char Char
0 7 15 817 4}
{a)
Sync Syne CRC CRC
Char. Char Data Record Field Char Chur
| o 2 7 15 817
(b
CRC CRC
Data Record Field Char Char
1 2
15 8|7 0

(c)

receive SYNC register. When five contiguous 1 bits are
received, the sixth bit is monitored. If it is a 0 it is
deleted from the bit stream. If it is a 1, then the
seventh bit is checked. If the seventh bit is a 0, then itis
interpreted that a flag sequence has been received. If
the seventh bit is a 1, then that is interpreted that an
abort sequence has been received.

. The reformatted word is then transferred to the 3-bit

register and from there to the receive shift register.
The contents of this register are then compared with
the prestored contents of the WR7 register, called the
flag register. Once the flag character match is estab-
lished, subsequent data or record are transmitted and
handled as explained before.

. The CRC characters are also appended to the data or

record field in the SDL.C mode operation.

In both the synchronous and the SDLC modes the
CRC character is checked for errors, and so is passed
through the CRC checker. (See Fig. 12-2.) However,
in the bisync mode the SYNC-CRC is passed through
an 8-bit delay register to allow the CPU ample time to
make the necessary decision and to include the data
character in the CRC. The SDLC-CRC is not delayed
because the SIO contains logic, in this mode, that
determines the bytes by means of which the CRC is
checked.

12.3.3 The Transmit Data Path

1.

2.

Figure 12-5 is a simplified block diagram of the path
taken by the serial data going out from the SIO.

The 8-bit parallel output data word from the Z80 CPU
comes to the SIO on the D0O-D7 data bus and is then
loaded into the 1/O data buffer.

From there it is loaded into the 8-bit transmit data
register via the internal data bus. The data word is then
transmitted out of the SIO, as explained later, depend-
ing on the transmission mode used.

12-3.3.1 The Asynchronous Mode

]

Figure 12-4 Synchronous Message Transmission Formats. {(a)

Monosync, Internal Sync Detect, Format. (b) Bisync, Internal

Sync Detect Format. (c¢) External Sync Detect Format

In the asynchronous mode the serial data words are
shifted out at the TxDA terminal at a clock rate equal
to 1, 1/16, 1/32, or 1/64 of the clock rate input to the
transmit clock logic at the TxCA terminal.

The data word is automatically formatted by the logic
in the SIO, which adds the start bit, the parity bit (odd,
even, or no parity bit, depending orn how it is
programmed), and the appropriate number of stop
bits, also depending on the program.

3. If the character word to be transmitted is 6 or 7 bits

long, the SIO automatically ignores the unused bits.
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To Read Data Logic
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Figure 12-5 Block Diagram of Transmit Data Path

4.

If the character word to be transmitted is 5 bits or less,
then the transmitted word is formatted according to a
preestablished convention which is described in the
programming section of the Zilog Z80 SIO Technical
Manual (© 1977) in tabular form for the WRS register
format.

12-3.3.2 The Synchronous Mode

1.

The transmit multiplexer receives its input from four
possible data paths. It then formats the word appropri-
ately and transmits it out serially on the TxDA output
terminal.

WR6 and WR7 contain the SYNC characters which are
transferred into the 20-bit shift register at the begin-
ning of the message. They are also used as time fillers
in the middle of a message if a transmit underrun
condition happens.

The SYNC pattern word(s) is (are) followed by the
actual data word or character. The two CRC char-
acters are then generated and appended as shown in
Fig. 12-4,

As mentioned before, the SDLC message is called the
frame whose format is shown in Fig. 12-6.

The SDLC message opens and closes with the 8-bit
flag, which is 01111110. It also contains an 8-bit
address field. This is called the secondary station

1

address. It is used in the address search mode, which
utilizes this address to either accept or reject the
frame.

From the 20-bit transmit shift register, the SDLC data
word is shifted into the zero insert logic block. When
the closing and opening flags are transmitted, this
block is disabled. But, when the other fields are
transmitted, a 0 is inserted after five contiguous 1s in
the data stream.

In the SDLC mode, the data generated by the CRC
generator logic are also routed through the zero insert
logic block.

2-4 PACKAGE PIN ASSIGNMENTS

AND FUNCTIONS

The SIO is packaged in a standard 40-pin DIP package.
The various pins and their respective functions, along with

+———— Message Flow

Begin End
3 CRC CRC 3
Opening . . Closing
Flag &dg}—;’:}\ Data or 1 Field Chl'” Ch}ar. Flag
grrennio = 01111110
15 817 0

Figure 12-6 The SDLC Message Format
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their designations, are presented in convenient tabular
form. Functionally, the pins can be divided into nine
groups. Because of package pin limitations, a peculiar
problem arises on the SIO on the I/O side of the chip.
Three lead bonding configurations are possible. The
group on the CPU side remains constant and is shown in
Fig. 12-7. The three configurations on the I/O side will be
covered after we have presented the various pin functions
first.

12-4,1 The CPU Side Pims

1. Figure 12-7 shows the five groups of pins on the CPU
side of the SIO chip. These pins and their groupings
remain constant regardless of the three different
configurations on the channel side of the chip.

2. The pin functions and their designations are shown in
Tables 12-1 through 12-5. Some of the lines in these

Table 12-1 DATA TRANSFER BUS GROUP

CPU Data Bus

S10 Control
[ Five Lines |

<i_ Three Lines ]>

Interrupt Control Z80

SIO

Select Control

[ Two Lines 1>

Power Supply and Clock
[ Three Lines |

Figure 12.7 Block Diagram of the SIO Package Pin Groups on
the CPU Side

Pin Signal flow
Designations Directions Functions
D0-D7 SIO «— 8-bit, tristate, CPU data bus, is active high. It is used for data and commands

transfers between the SIO and the CPU.

Tabie i2-2 SIO CONTROL GROUP

Pin
Designations

Signal Flow
Directions

Functions

CE SIO «—

Chip enable, active low signal that commands the SIO chip to transmit data

during the read cycle. During the write cycle, the SIO accepts data or command
words from the CPU.

RESET SIO «——

Reset signal, active low. It does the following: (1) Disables transmitters and

receivers, (2) disables all interrupts, (3) forces the modem controls to the high-
impedance state, (4) Forces TxDA and TxDB marking. After the SIO is reset,
the control registers must be rewritten before data are received or transmitted.

M1 SIO «—

Machine cycle 1 signal, active low. When MT and RD are simultaneously active

the CPU is fetching an instruction from the memory. When M1 and TORQ are
simultaneously active, the CPU is acknowledging an interrupt. The SIO then
places its interrupt vector on the CPU data bus, provided it has the highest
priority and it has requested an interrupt.

SIO «—

/O request from CPU signal, active low, is used for transferring data between

CPU and SIO as well as for sending commands to the SIO. The SIO write cycle
is initiated by the active status of CE and TORQ and inactive status of RD.
During the write cycle the CPU writes either the data word or the control word
into the selected channel as specified by the C/D D signal. The SIO read cycle is
initiated by simultaneous activation of the CE, TORQ, and RD signals. During
the read cycle, the SIO channel selected by the B/A signal transfers the data
word to the CPU via the data bus.

SI0 «—

Read cycle status, active low. When used simultaneously in conjunction with

CE and TORQ, it signals the SIO to transfer data to the CPU. During the write
cycle, RD is inactive while CE and TORQ are active.
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Table 12-3 INTERRUPT CONTROL GROUP
Pin Signal Flow
Designations Directions Functions

INT SI0 — Interrupt request. The TNT is pulled low by the SIO chip when it is requesting
an interrupt.

IEI SIO «—— Interrupt enable in, active high. Used in the system-wide priority interrupt daisy
chain. A high or active signal indicates that no other device with higher priority
is currently being serviced.

IEO SIO — Interrupt enable out, active high. Also used in the interrupt priority daisy

chain. It is active only when IEI is active and the CPU is not servicing an
interrupt from the SIO. When inactive, it blocks interrupt signals from lower-
priority I/O devices while the CPU is servicing an I/O device having a higher
priority.

Table 12-4 SELECT CONTROL GROUP

Pin Signal Flow
Designations Directions Functions
CD SIO «— Control or data select signal. In the high state it informs the SIO that the word
output by the CPU on the data bus must be accepted by the selected channel as
a command or a control word. When in the low state, the selected channel will
interpret and accept the word on the data bus as a data word.
B/A SIO «— Channel select signal. When high, channel B is selected and when low channel

A is accessed. Transfers are then made between the CPU and the selected
channel. This signal is often transmitted to the SIO on the AO line of the ad-
dress bus from the CPU.

Table 12-5 POWER SUPPLY AND CLOCK GROUP

Pin Signal Flow
Designations Directions Functions
@ SI0 «— Single-phase TTL-level clock input.
+5V SIO «— This is the single power supply of 5 volt-+5% that is required.
GND SI0 «— This is the power supply ground.

tables may indicate signal flow in one direction and
others in the other direction. The function tables
clarify these with the following arrow symbols:
SIO -» Indicates signals flowing from the SIO.
SIO « Indicates signals flowing into the SIO.
SIO < Indicates bidirectional flow on the same
line(s).

12-4.2 The 1/O Side Pins

1. From the presentation in Section 12-4.1 and Table 12-6
we find that 21 of the 40 package pins have been used
by the CPU side, leaving 19 pins for the I/O side.

2. The demands of the I/O functions are such that these
19 pins are just not adequate for all I/O situations.
Some compromises have to be made. In the SIO, these
compromises are made such that in one case two
signals from the chip are internally bonded together to
one package pin. In two other instances one output
from the chip is not brought out to a package pin at all.
We will look at each of these three output pin
configurations after we have discussed all the functions
on the I/O side of the chip.

3. Figure 12-8 is the block diagram of the SIO package
pin groups on the I/O side. Notice that the number of
lines for channel A are fixed. The previously men-
tioned pin limitation compromises are made only in
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Table 12-6 CPU SIDE PIN NUMBER ASSIGNMENTS I —
Data Transfer and Clock ~
Pin Pin Pin Pin < Six Lines >
Designations | Numbers Designations Numbers
¢ Channel A
CPU Data Bus Interrupt Control Modem and Control

DO 40 INT 5 ! Four Lines ]>

Z80 -
D1 1 IEI 6 o
D2 39 IEO 7 Data Transfer and Clock ~
D3 2 Q Five or Six Lines |
D4 38 Select Control
D5 3 Channel B
D6 17 Ca"ﬁ 33 Modem and Control
D7 4 B/A 34 <|_ Three or Four Lines i>_)

SI0 Control Power Supply and T
Clock Figure 12-8 Block Diagram of the SIO Package Pin Groups on

CE 35 the VO Side
RESET 21 @ 20
Mi 8 +5V 9
IORQ 36 GND 31
RD 32

Table 12-7 DATA TRANSFER AND CLOCK GROUP

Pin
Designations

Signal Flow
Directions

Functions

RxDA, RxDB

SIO «—

Receive data, active high. Serial data, TTL compatible, signals are input
to the SIO.

CA, RxCB

SIO «—

Receive clocks, active low. These clock inputs may be driven by the Z80
CTC timer, discussed in Chapter 8, for the programmable generation of
the baud rate. In asynchronous mode of operation the receiver clocks
could be 1, 16, 32, or 64 times the incoming data rate. Incoming data are
sampled on the positive-going edge of the RxC signal. Both inputs are
buffered by Schmitt triggers.

TxDA, TxDB

SIO —

Transmit data, active high. Serial data, TTL compatible, signals are output
by the SIO.

TxCA, TxCB

SIO «——

Transmitter clocks, active low. These clock inputs may be driven by the
Z80 CTC timer, discussed in Chapter 8, for the programmable generation
of the baud rate. In asynchronous mode of operation, the transmitter
clocks could be 1, 16, 32, or 64 times the outgoing data rate, but the clock
multiple factor for the receiver and the transmitter must be the same. The
transmitted data (TxD) changes states at the negative-going edge of the
TxC pulse. Both inputs are buffered by Schmitt triggers.

SYNCA, SYNCB

SIO «—

Synchronization, bidirectional dignals, active low. In the asynchronous
mode, change of signals (high-to-low or low-to-high) affect the SYNC/
HUNT status bits in RRO. When externally synchronized, SYNC must be
driven low on the second positive-going edge of the receiver clock (RxC)
after the first rising edge of (RxC) on which the last character of the
SYNC character was received. This means that after the sync pattern is
detected, the SYNC input must be activated only after waiting for two full
RC cycles. When used in the internal synchronization mode (bisync or
monosync), these pins are active as outputs during the portion of the RxC
cycle in which SYNC characters are recognized.

W/RDYA, W/RDYB

SIO0 —

Wait/ready signal lines. The lines are open (drain open) when they are
programmed for the wait function. They can be either in the high or the
low state when programmed for the ready function. As a wait function
they are used to synchronize the CPU to the SIO data transfer rate. When
used with a DMA controller, they can be used for the ready function.




Z.80 Serial Input/Output Chip 151

Table 12-8 MODEM AND OTHER CONTROL GROUP

Pin
Designations

Signal Flow
Directions

Functions

RTSA, RTSB

SI0 —

Ready to send, active low. This signal goes low when the RTS bit is set. In
the asynchronous mode, when the RTS bit is reset, the output line goes
high after the transmitter is empty. When used in the synchronous mode,
the RTS lines only follow the state of the RTS bit.

SI0 «—

Clear to send, active low. If programmed as auto enables, low signal input
on these lines enables the corresponding transmitter. Otherwise, they can
be programmed and used as general-purpose inputs. Logic level transitions

in either direction on these lines are detected by the SIO, which then
sends an interrupt request to the CPU. Both lines are buffered with

Schmitt triggers.

DTRA, DTRB SI0 —>

Data terminal ready, active low. These lines follow the DTR bit state as

determined by the program. They can also be used as general-purpose

outputs.

DCDA, DCDB SIO «—

Data carrier detect, active low. If the SIO is programmed for auto en-

ables, these lines function as receive enables. Otherwise, they can be used
as general-purpose inputs. Logic level transitions in either direction in
these lines are detected by the SIO, which then sends an interrupt request
to the CPU. Both lines are buffered with Schmitt triggers.

channel B, and that is why alternate numbers are given
for the lines involved.

The package pin assignments for channel A remain the
same, as shown in Table 12-9, regardless of the three
configurations for channel B.

Because of the previously mentioned limitations im-
posed by the availability of only 40 pins on the
package, some sacrifices are made in channel B
signals, namely, receive clock, transmit clock, data
terminal ready, and SYNC signals. Two of the preced-
ing four signals are internally bonded to a single
package pin in some cases.

In the SIO/O configuration all four previously-
mentioned signals are available, but TxCB and RxCB
are internally bonded together. The resulting pin
number assignment is shown in Table 12-10.

Table 12-9 Channel A Pin Number Assignments

7.

In the SIO/1 configuration, the DTRB signal is
sacrificed and not connected. However, the TxCB, the
RxCB and the SYNCB signals are available. The pin
number assignments are shown in Table 12-11.

In the SIO/2 configuration, the SYNC is sacrificed and
not connected. However, the TxCB, the RxCB and the
DTRB signals are available. The pin number assign-
ments are shown in Table 12-12.

12-5 THE SIO TIMING

In this section we briefly describe and discuss the SIO
timing charts involved in the read, write, interrupt
acknowledge, and the return from interrupt cycles. The
frequency and phase relationship of the SIO clock must be
the same as that of the CPU clock.

Pin Pin Pin Pin

Designations | Numbers Designations Numbers Pin Pin Pin Pin
Data Transfer Modem and Control Designations | Numbers Designations Numbers

and Clock Data Transfer Modem and Control
RxDA 12 RTSA 17 and Clock
RxCA 13 CTSA 18 RxDB 28 RTSB 24
TxDA 15 DTRA 16 RxCB, TxCB 27 CTSB 23
TxCA 14 DCDA 19 TxDB 26 DTRB 25
SYNCA 11 SYNCB 29 DCDB 22
W/RDYA 10 W/RDYB 30

Table 12-10 The SIO/0, Channel B Pin Number
Assignments
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Table 12-11 The SIO/1, Channel B Pin Number
Assignments

Pin Pin Pin Pin
Designations Numbers Designations Numbers
Data Transfer Modem and Control

and Clock

RxDB 28 RTSB 24

RxCB 27 CTSB 23

TxDB 25 DCDB 22

IxCB 26

SYNCB 29

W/RDYB 30
Table 12-12 The SI0/2, Channel B Pin Number
Assignments

11}

Pin Pin Pin Pin
Designations Numbers Designations Numbers
Data Transfer IModem and Control

and Clock
RxDB 29 RTSB 24
RxCB 28 CTSB 23
TxDB 26 DTRB 25
TxCB 27 DCDB 22
W/RDYB 30

12-5.1 The Read Cycle

Figure 12-9 shows the timing relationships during a CPU
input instruction when the CPU requests a data or status
word from the SIO. Note that the read cycle is initiated by
the active status of IORQ and RD and the inactive status
of M1. The wait state TW is automatically inserted.

12-5.2 The Write Cycle

Figure 12-10 shows the timing relationships during a CPU
output instruction when the CPU writes a data word or a
control byte in the SIO chip. Notice that the write cycle is
initiated by the active status of IORQ and the inactive
status of RD and MI. The wait state is automatically
inserted.

12-5.3 The Interrupt Acknowledge
Cyecle

1. An interrupt request to the CPU is indicated by the
INT line going low.

2. Sometime thereafter the CPU acknowledges the inter-
rupt by the M1 line going low and a few clock periods
later, the IORQ going low.

[ T2 I ™ ‘ T3 ‘ T1 ‘

L] L

, Tl
CLOCK 0 j\c

CE x Channel Address

)
Iy,

A

—

ORQ
ﬁ !/
MT
DATA "‘ Out FL
Figure 12-9 SIO Read Cycle Timing
| T1 ' T2 | ™ | T3 ] o
cr,ocm&| $\| | [ | L) L
%_Exc'fﬁ \X Channel Address X

o

DATA X

Figure 12-10 SIO Write Cycle Timing




3. The circuits in the daisy chain then determine the
interrupt priority rating of the requesting device. The
IEI line of the highest priority device is high.

4. The IEO of any device whose interrupt request is being
serviced, or is pending, is in the low state.

5. The IEO of devices with no pending interrupts or not
currently being serviced have IEQ = IEIL

6. All interrupt signals are prevented from changing
while M1 is low. This ensures stability in the daisy
chain.

7. When IORQ is active, the highest-priority device
requesting interrupt service places its interrupt vector
on the data bus and latches in its interrupt request.

8. The timing relationships are shown in Fig. 12-11.

12-5.4 The Return frem Interrupt
Cyele

1. A return from interrupt instruction (RETI) is inserted
at the end of every interrupt service subroutine.

2. RETI is a 2-byte op code (ED-4D). It resets the
interrupt-under-service flip-flop, thereby ending the
interrupt that has just been processed.

3. Then the first byte of the RETI (i.e., ED) is decoded
and the daisy chain forces the IEO high of any
interrupt that has not been acknowledged. Thus, the
daisy chain asserts that the device that is currently
being serviced is the only one with a high IEI and a low
IEO.

lT'IITllFW]II'WElTBl

CLOCK @ | | I | I | I I I | I | I |

|

IORQ \ f
RD
L A S—

Figure 12-11 SIO Interrupt Acknowledge Cycle Timing
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4. The timing relationships for this cycle are shown in Fig.
12-12.

12-6 NOTES ON CRC OPERATION
12:6.1 Introduction

A brief explanation of how the CRC logic operates, in
both the transmitter and the receiver equipment, is given
in this section without resorting to any mathematical
analysis. The CRC operation is based on a serial shift
register and exclusive-OR circuits, Students will recall
that an exclusive-OR circuit, such as the one shown in Fig.
12.13a, has outputs as shown in the truth table of Fig.
12-13b, for various combinations of input signals.

12-6.2 Principle of Operation
Explanations of the basic steps involved in the CRC
operations follow:

1. At the transmitting end, two 8-bit CRC characters are
generated and appended to the data/record field, as
shown in Fig. 12-4.
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Figure 12-12 SIO Return from Interrupt Cycle Timing
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) ——c

(a)

Inputs Output Rules
A B C No
0 0 0 1
1 0 1 2
0 1 1 2
1 1 0 1

(b)

Figure 12-13 The Exclusive-OR. (a) Circuit Symbol. (b) The
Truth Table

The compositions of this 16-bit CRC code are deter-
mined by the combination of 1s and Os in the
data/record field which is to be serially transmitted.

. The receiver also has a CRC code generator, the same

as in the transmitter.

As the serial bits of the data/record field are transmit-
ted over the long line, they are also simultaneously fed
into the CRC generator, 1 bit at a time. The CRC code
then follows the data/record field, as shown in Fig.
12-4.

. At the receiving end, the bits in the data/record field

are handled as explained in Sec. 12-3.2 (see Fig. 12-2),
and another CRC code (16 bits) is generated as the
incoming bits are received.

. When the CRC code that is generated by the transmit-

ter is received, it is compared with the CRC code that
is generated by the receiver.

. If there is an error involved in the transmission, then

the CRC codes (one generated by the transmitter and
the other by the receiver) are not identical and an error
is indicated. A match between the two CRC codes
indicates an error-free transmission. This process is
shown in a generalized block diagram form in Fig.
12-14. The CRC code generator is explained in Sec.
12-6.3.

12:6.3 The CRC Gemnerator

in the “Framsmitter

1. The CRC generator consists of a multisectional, serial

shift register whose outputis fed into an exclusive-OR
gate. This is X01 gate in Fig. 12-15.

__________ =
RECEIVER | | TRANSMITTER
| I
' [
|
| |
Receive | Data Bits | Long Line for Transmit |
Shift Reg. [ i Transmission | Shift Reg
|-
: || B
| P|©
ol || =
CRC _Data Bits | | U
Generator | | CRC -
| | Generator
CRC |
Code |
2 | |
| |
Y | I
|
Gans | | |
CRCCode | | 1 Data
1 Bits
| 1
| |
| |
__________ i | boes sogeme e

Figure 12-14 CRC Code in Transmission and Reception

. Additional exclusive-OR gates are inserted between
the various section of this shift register. These are the
X02 and X03 gates shown in Fig. 12-15.

. The output from X01 is fed back into one of the
inputs each of X02 and XO03 and into the MSB
position of the third segment of the serial shift
register, i.e., bit position 15,

. The number of exclusive-OR gates and their place-
ments in the segmented shift register varies, depending
on the code used. This is determined mathematically.

. Before transmission of the data begins, the serial shift
register is cleared to Os.

. The first serial bit of the data stream is then applied to
one of the inputs of X01 at point M. The output of
X01 is fed back into X02 and X03 and bit position 15
of the register.

. Simultaneously, a shift pulse is applied to the shift
register. Thus, if the first bit of the data stream were a
1, a digital 1 would be loaded into bit positions 4, 10,
and 15 of the register.

. As subsequent bits of the data stream are fed at point
M and shift pulses applied, a 1 or a 0 will be output by
each of the exclusive-OR gates, depending on the
input at M and the inputs from previcus bit positions
in the register.

. When 16 bits are input at M, a 16-bit CRC code is
generated in the register, depending on the combina-
tion of 1s and Os input at M.
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X01
1:‘
X03 Xoz2
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MSB LSB
Input serial data

Figure 12-15 The CRC Generator

10. After the original data word is transmitted, the

contents of the register are serially shifted out and put
on the communications line.

12-6.4 The CRC Generator
in the Receiver

L

2,

The CRC generator in the receiver is exactly the same
as the one in the transmitter.

The incoming data bits on the communications line are
fed into the receive shift register and simultaneously
into the CRC generator.

The CRC code is then created by the generator in
exactly the same manner as was described in Sec.
12-6.3 for the transmitter.

. When the transmitter-generated CRC code arrives at

the receiver end, it is compared with the receiver-
generated CRC code. If the transmission is error-free,
then the two CRC codes (one generated by the
transmitter and the other by the receiver) must match
exactly. Any decrepancy between the two will indicate
an error.

12.6.5 The Comparison Process
in the Receiver

1. The actual comparison of the two CRC codes in the

receiver can be done by feeding both the CRC codes
into a comparator, as shown in Fig. 12-14. The
discrepancy between the two CRC codes, if any, is
then detected by the comparator.

+ In reality, a more sophisticated method for compari-

son is used, without the use of a comparator.
However, before we describe this method, let us take
a look at some of the properties of the exclusive-OR
gate, as shown in Fig. 12-16.

to be transmitted

The truth table of the exclusive-OR (Fig. 12-13b)
shows two rules which are defined below:

Rule 1 If both inputs to the exclusive-OR are the
same, then the output is always a 0.

Rule 2 If one of the inputs to the exclusive-OR is a 0,
the output is the same as the other input.

What Rule 1 says is that when both inputs to the
exclusive-OR are the same, this gate essentially acts
like a two-input AND gate, with one input being
inverted and the two inputs tied together as shown in
Fig. 12-16a. It is readily seen that the output is always
a 0, regardless of the input.

. What rule 2 says is that if one of the two inputs is

always a 0, then the exclusive-OR gate again acts like
a 2-input AND gate with one inverted input, as shown
in Fig. 12-16b. The inverted input is always held at 0.
The output then reflects the digit 1 input at the other
terminal of the AND gate.

The implementation of the preceding two rules
enables us to perform a comparison of the two CRC
codes without the use of a comparator.

a. Rule 1

N .
C=aA
B=0 —q
A=0 ———( > .
B —m—

b. Rule 2

Figure 12-16 Rules 1 and 2 for the Exclusive-OR
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This is accomplished by feeding the incoming, trans-
mitter-generated CRC code directly into the CRC
generator of the receiver.

When the first bit of the transmitter-generated CRC
code is applied at point M of the generator (Fig.
12-15), gate XO01 follows rule 1 and outputs a 0,
provided the first bit of the two CRC codes match.

The rest of the exclusive-OR gates in the generator
follow rule 2. Note that the 0 output of X01 is now
shifted into the MSB position of the register.

Subsequent incoming bits at point M follow the same
procedure and the output of X01 continues to be a 0
as long as the corresponding bits of the two CRC
codes match. Thus after all 16 bits are compared, the
shift register contains all Os, thereby indicating a
perfect match between the two CRC codes.

7 REVIEW QUESTIONS

Indicate true or false for the SIO chip.

a. ___ The SIO contains two fully independent
simplex communications channels.

b. . The SIO interfaces the Z80 CPU with
modems and other I/O devices which
require parallel digital communications
capabilities.

¢. —_ The SIO functions as a serial-to-parallel
and parallel-to-serial converter.

d. — The SIO handles both synchronous and
asynchronous protocols.
e. — The SIO handles only the byte-oriented

protocols.

In the SIO, receiver data are — buf-
fered and the transmitter data are

buffered. (single; double; triple; quadruple)

Indicate the data rates at which the SIO can

operate in the synchronous mode.

a. ___ With 2.5-MHz system clock.

b, With 4.0-MHz system clock. (0-
880; 150-880; 0-150; 0-550; 50-550K bits per
second)

Circle the number of bits per character that the
SIO can handle.

-4
=)

b. 10

= e A

12-5

12-6

12-7

12-8

12-2

12-10

Answer yes or no for the capabilities of the SIO

chip.

a. _ Can it work with two stop bits?

b. —_ Is it possible to detect framing and over-
run errors?

¢. — Can it operate at eight times the clock
rate?

d. ___ Can it operate at 64 times the clock rate?

e. . Isit possible to have more than three lead

bonding configurations?

Indicate true or false for the SIO package pin

functions.

a. _ The DO0-D7 bus is used for data and
command transfers between the CPU and
the I/O devices.

b. ___ During the write cycle the SIO accepts
data or command words from the CPU.

¢. —_ When RESET is active, it enables trans-
mitter and receiver.

d. ___ When RESET is active, it disables all
interrupts.

Circle the statements that are applicable to the

IORQ signal.

a. Initiates the write cycle when CE is inactive.

b. Initiates the write cycle when CE is active.

c. Initiates the read cycle when CE and RD are
active.

d. During the write cycle, JORQ and RD are
active while CE is inactive.

Which of the following signals is pulled low by the
SIO chip when it is requesting an interrupt?

a. IEI

b. INT

c¢. IEO

d. IORQ

The following statements relate to the IEI and the
IEO signals. Indicate true or false.

a. —_ IEI is used in the system-wide priority
interrupt daisy chain.

b. —__ When IEI is high it indicates that a device
with higher priority is currently being
serviced.

c¢. . IEO is inactive when IEI is active.

d. — When IEO is inactive, it blocks interrupt

signals from lower-priority I/0O devices.

Which of the following package pins will be active
uring transinission of seiial data via channcl B?
TxDA
RxCB
TxDB

RxCA

TP o

=P e
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12-12

12-13

12-14

12-15

12-16

12-17

The incoming data into the SIO is sampled on the
- going edge of the
signal. (Positive; negative; TxD; RxC; RxD)

Which of the following signals are buffered by
Schmitt triggers?

a. RxDA and RxDB

b. RxCA and RxCB

c. TxDA and TxDB

d. TxCA and TxCB

The following statements apply to the SYNCA

and SYNCB signals. Indicate true or false.

a, — In the synchronous mode, transition of
this signal affects the SYNC/HUNT status
bits in the RRO.

b. —_ After the sync pattern is detected, the
SYNC input must be activated after
waiting for two full RxC cycles.

¢. — In the bisync mode these pins are active
as outputs during the portion of the RxC
cycle in which sync characters are recogn-
ized.

The following statements apply to the RTSA,
RTSB, CTSA, and CTSB signals. Indicate true or
false.

a. — When used in the asynchronous mode,
RTSA and RTSB follow the state of the
RTS bit.

b. —__ When the RTS bit is set, RTSA and
RTSB go low.

c. — Low signal on CTSA or CISB enables
the corresponding transmitter.

d. —_. The SIO sends an interrupt request to the

CPU when the levels of either CTSA or
CTSB change.

Is it possible to use the DTRA pin as a
general-purpose output pin. (yes or no)

Indicate those lines that are buffered by Schmitt
triggers.

a. DCDA

b. DCDB

c. DTRA

d. DTRB

Refer to the generalized SIO block diagram of

Fig. 12-1 and indicate true or false.

a. — Modem control signals are general-pur-
pose and can be used for functions other
than controlling modems.

b, __ The interrupt control logic provides auto-
matic interrupt vectoring capabilities.

¢. — Channels A and B have equal priorities in
the SIO.

12-18

12-19

12-20

12-21

12-22
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d. ___ The external status has higher priority
than the transmit status.
e. — The transmit status has higher priority
than the receive status.
f. . The receive status has the highest prior-
ity.

Refer to the read cycle timing in Fig. 12-9. The

read cycle is initiated by

a. The inactive status of M1 and the RD and the
active status of IORQ.

b. The active states of M1 and the inactive states
of RD and IORQ.

¢. The inactive status of IORQ and the active
status of CE and MI.

d. The inactive status of M1 and the active status
of IORQ and RD.

Refer to Fig. 12-11 and indicate true or false for

the SIO interrupt acknowledge cycle.

a. — The IEO of any device whose interrupt
request is being serviced, or pending, is in
the high state.

b. — All interrupt signals are prevented from
changing while MT is low.
¢. —— When IORQ is low, the highest-priority

device requesting interrupt service places
its interrupt vector on the data bus.

Refer to the receive data path block diagram of

Fig. 12-2. If the incoming character is 5 or 6 bits

long and is transmitted in the asynchronous mode,

then

a. It enters the 3-bit buffer and is loaded into the
8-bit receive shift register.

b. It enters the 3-bit buffer, moves into the sync
register zero delete and is then loaded into the
receive shift register.

Refer to Fig. 12-2 and indicate true or false for the
asynchronous transmission mode.

a. _ If the incoming word is 7 bits long plus
parity, the parity bit is stripped.

b. ___ The receive logic automatically inserts Os
when a character of less than 8 bits is
received.

¢. . If the incoming character is 7 bits long, it
bypasses the 3-bit buffer.

d. —_ The output of the receive shift register is

always an 8-bit parallel word.

From the statements below pick out those that

apply to the synchronous receive mode.

a. The sync pattern is stored only in WR6 for the
bisync synchronization character.

b. The data character is captured and synchron-
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12-24
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ized only when a match is achieved between
the two SYNC patterns and the contents of
WR6 and WR7.

c. The SIO first goes through a HUNT phase
regardless of whether the monosync or the
bisync mode is used for character synchroniza-
tion.

Indicate true or false for the CRC logic shift
register.

a. It is a serial-input/parallel-output shift
register.

b. It is a parallel-input/parallel-output shift
register.

¢. —_ Itisaserial-input/serial-output shift regis-
ter.

d. It is a parallel-input/serial-output shift
register.

Fill in the blanks for the CRC codes.
a. In error-free serial transmissions

12-25

CRC codes are generated in the receiver and
the transmitter. (same; different)

b. When a match between the two codes is
obtained, the receiver serial shift register will
contain . (transmitter-generated
CRC code; receiver-generated CRC code; all
0s)

Refer to the CRC generator of Fig. 12-15 and
indicate true or false.

a. ___ The register may contain more than 16 bit
positions.

b. ___ The MSB segment and the LSB segment
must contain the same number of bit
positions.

c. — It is possible to insert more than two
exclusive-OR gates in the register.

d. — The completed CRC code is always

shifted out of the register (for serial
transmission) from the LSB end.



780 DUAL ASYNCHRONOUS
RECEIVER/TRANSMITTER
CHIP

CHAPTER OBJECTIVES

The objectives of this chapter are as follows:

1. To introduce students to the programmable serial, dual-channel, asynchronous receiver/transmitter

chip (DART).

To present the principal features of the DART chip.

. To present and describe the generalized architecture of the receive and transmit data paths for

asynchronous operations.

4. To present the package pin assignments and functions in convenient tabular form.

5. To discuss the DART timing involved in the read, write, interrupt acknowledge, and return from
interrupt cycles.

6. To present and explain the formats and functions of the write registers involved in the initialization of
the chip.

7. To present and explain the formats of the three read registers in this chip.

@ P

TEXTBOOK REFERENCES asynchronous channels Sec. 12-2.1.6

7. For general operation and block

For reviewing the material in the textbook relevant to the : p
diagram of the serial, asynchronous

topics covered in this chapter, the following chapters

and/or sections are suggested: cannels Regihecell
1. For general discussion of serial I/O
transfers Chapter 11 13-1 INTRODUCTION
2. Ef;ggzzﬁ;ﬂbtsi;lgﬁ:nﬁers Chapter 12 The dual asynchronous receiver/transmitter (_DART) chip
3 Foi deserion £ th al provides two programmable, full-duplex independent
+ ¥or description of the serial, channels which have separate control and status lines for
asynchro.nous chanr}els Sec. 12-2.1.1 interfacing the Z80 CPU with modems and other devices
4. For multiple buffering of data Sec. 12-2.1.4  which require serial digital communication capabilities.
5. For error indications in serial, Fundamentally, the DART functions as a serial-to-parallel
asynchronous channels Sec. 12-2.1.5  apd parallel-to-serial converter and controller. Under
6. For initialization of the serial, program control, the DART can be reconfigured to

159
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operate under different conditions and modes so that it can
be interfaced with I/O devices having different word
lengths and a variety of operating speeds.

This chip can monitor modem status. All incoming
words are quadruple buffered, and the transmitter data
are double buffered. In.the Z80 w.C system the DART can
be interfaced with either the CPU or the DMA chip. Also,
it can be used in the interrupt daisy chain and can provide
interrupt vectors without any additional logic.

13-3 THE DART ARCHITECTURE

13-3.1 The Generalized DART Block
Diagrem

1. Figure 13-1 shows the generalized block diagram of the
DART. On the CPU side, the chip uses the 8-bit data
bus for transfer of data between the CPU and the
DART as well as the transfer of command words from
the CPU to the DART. Control signals are sent to the
DART on a 7-bit control bus.

2. The internal control logic and the interrupt control
13-2 PRINCIPAL FEATURES logic blocks essentially perform the same functions that
OF THE DART were previously described for the PIO chip in Chapter
6 and the CTC chip in Chapter 8.
: : . : i 3. Each channel has its own group of read/write registers
1. ;hchDAP:E H la Fhlrd-gznerfili‘:lon Chltp ‘:hllfh 1]1565 the which include six 8-bit write registers and three 8-bit
AN oep ERONMOOc; S COTRERIE IEC TRONOLY read registers. Each channel also has discrete control
2. A single 5-volt +5% power ?upply is required. logic and status logic which makes it possible for the
3. A single-phase, 5-volt clock is used. DART to communicate with modems or other I/O
4. All inputs and outputs are fully TTL compatible. devices.
5. The chip operates in a temperature environment of 0 4, For both channels the write registers are designated
to 70°C. WRO-WRS5 and the read registers are designated
6. The DART can operate with 5, 6, 7, or 8 bits per RRO-RR1. The function performed by each register
character and odd parity, even parity, or no parity at follows:
all.
7. Parity, framing, and overrun errors can be detected Write Registers
and the DART can operate in four clock modes, X1, WRO Contains register pointers and initialization
x16, %32, and x64. commands for the different modes.
8. With a 2.5-MHz clock the data rates are 0-500K WR1 Defines receive/transmit interrupts and the
bits/second in the X1 clock mode. With a 4.0-MHz data transfer mode.
clock the data rates are 0 to 800K bits/second, also in WR2 Contains the channel B interrupt vector (not
the x1 clock mode. channel A)
") Serial Data 1/0
s || et a | D e & [<——)-Ree . clos
Logic Registers | WAIT/READY
skt CoiEiai /_\ A Channel A :-:—: Modem and Other
nnB:;n e 2 Control and Controls
Status i
_ l«—— RIA
- DART
éi?} SRy Bus K Internal Bu
D0-D7 Interface
q:D 'ﬂ—*‘“‘“—} Modem and Other
Channel B N
. Data B || || | > Control and ——= Controls
l Eig]:tal_,i:'lises T N/ N/ Status i .
pe—— IB
Internal Channel B
“ IEO__ | Control READ/WRITE [ )Serial Data 1/0
L A bosie Re _V> Chammel B Lo Channel Clock

p———t= RIB

Figure 13-1 Generalized DART Block Diagram
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WR3 Contains receiver parameters and controls. Data Bus i
WR4  Contains various miscellaneous parameters fEE ‘} Data

for different receive/transmit modes. D0-D7 Buffer

WRS5 Contains parameters and controls for the
transmit operation.

Internal Data Bus

Read Registers <r Lyl - _._D

RRO  Holds the buffer status, interrupt status, and
external status words for the receive/transmit
operations. Receive Receive | Three
RR1 Contains the status for the special receive ;{SS:MS Ertor Data | Registers
condition. i ot Receive | R X CA
RR2 Contains the channel B modified interrupt EL";‘L‘ i
vector (not channel A).
5. In both channels the associated logic formats synchro- ) =
nize and validate the data transferred in and out of the Receive shift |
channel. EL:I <E I?s%f]ss.g)r -:-
6. The modem control signals, for both channels, are )
general-purpose and can be used for functions other
than controlling the modems.
7 The interrupt control logic provides the automatic R X DA = e
interrupt vectoring capabilities by determining which ™ Dely | Bulfer
channel, or which I/O device within that channel, has 1 X
the highest priority.

8. In the DART, channel A has a higher priority over
channel B. Also, the receive status, the transmit, and
the external status interrupts are assigned priorities in
that order, within each channel.

13-3.2 The Receive Data Path

1. Figure 13-2 is a simplified block diagram of the path
taken by the incoming data in the DART.

2. The incoming data word is an asynchronously trans-
mitted serial bit stream in which the word length
could be from 5 to 8 bits. The following description
shows the data path followed by this bit stream.

3. The serial data stream enters the DART chip via the
RxDA line and goes through a 1-bit time delay.

4. From this point, the data bit stream can proceed in
one of two possible paths, depending on the word
length. If the character is S or 6 bits long, it enters the
3-bit buffer and is then loaded into the 8-bit receive
shift register.

5. If the incoming character is 7 or 8 bits long, it
bypasses the 3-bit buffer and is directly loaded into
the 8-bit receive shift register.

6. The reason for the preceding two procedures is that
the receive shift register is an 8-bit serial-in/parallel-
out shift register. The output of this register is always
an 8-bit parallel word regardless of the number of bits

Figure 13-2 Block Diagram of the DART Receive Data Path

in the incoming word. To accomplish this goal, the

DART is designed to operate as follows:

a. The receiver logic automatically inserts 1s when a
character length of less than 8 bits is used in the
incoming serial bit stream.

b. If the parity is enabled and the incoming word
length is 8 bits, then the parity bit is stripped from
the word and only the 8 data bits are converted
into a parallel format.

¢, If the incoming word is 7 bits long plus parity, then
the parity bit is not stripped but carried along.

d. If the incoming word is 5 or 6 bits long, then the
3-bit buffer inserts 1, 2, or 3 bits (binary 1s),
depending on whether the word is 5 or 6 bits and
whether a parity bit is included or not.

. The artificially inserted 1 bits are always in the higher
significant bit positions of the parallel formatted
word. For example, if the incoming word were 5 bits
long and had a parity bit, then the assembled word in
the receive shift register would look as shown in Fig.
13-3.

The 8-bit word is then sent to the three-register
receiver data stack which operates on a first-in,
first-out (FIFO) basis. From this stack the 8-bit word is
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Parity Bit
D7 D6 D /5 D4 D3 D2 Di DO
1 1 1/0 X X X X X
\ o~ o \ g J
Inserted Data Bits
Bits

Figure 13-3 Artificially Inserted Bits in Parallel Bit Stream

transferred to the Z80 CPU via the internal data bus,
the I/O data buffer, and the CPU data bus (D0-D7).

9. Notice that the 8-bit parallel data word is quadruple
buffered, since it passes through the three FIFO
registers and the receive shift register. This time delay
is provided so that the CPU has ample time to service
any interrupts that may come up while the DART
keeps accepting and formatting the incoming data
words.

The formatted 8-bit word is also sent to the receive

error logic. This logic checks for parity, framing, and

overrun errors and generates error status word. This
word is then sent to the three-register 8-bit receive
error stack. This is also a FIFO stack.

11. Thus, each data word is quadruple buffered and its
corresponding error status word is likewise quadruple
buffered, and for the same reason. Since both stacks
read out to the internal data bus, correlation between
the two is maintained by first reading out the error
status word and then the corresponding data word. A
special interrupt vector is generated if an error is
indicated by the status word.

10.

13-3.3 The Transmit Data Path

1. Figure 13-4 is a simplified block diagram of the path
taken by the serial data going out from the DART.

2. The 8-bit parallel output word from the Z80 CPU
comes to the DART on the DO-D7 data bus and is
then loaded into the I/O data buffer.

3. From there it is loaded into the 8-bit transmit data
register via the internal data bus. The data word is then
transmitted out of the DART, as explained below.

4. The serial data words are shifted out at the TxDA

terminal at a clock rate equal to 1, Vs, %2, and ¥ of the

clock rate input to the transmit clock logic at the TxCA
terminal.

The woid is automatically formatted by the logicin the

DART which adds the start bit, the parity bit (odd,

even, or no parity bit, depending on how it is

programmcd) and the appropriate number of stop bits,
also depending on the program.

L
h

Data Bus
Z80 /O
CPU " BD‘::F'
Do-D7 HITRL

I

Internal Data Bits

<t__::: 8 Bits ::::
Transmit Trg?sT{it TS Ci

Data Reg oc

Logic
; v

S Transmit T X DA
Shift Register E{” > 3.Bit
o Delay

Figure 13-4 Block Diagram of the DART Transmit Data Path

13-4 PECKAGE PIN ASSIGNMENTS
END FUNCTIONS

The DART is packaged in a standard 40-pin DIP package.
The various pins and their respective functions, along with
their designations, are presented in convenient tabular
form. Functionally, the pins can be divided into nine
groups.

13-4.1 The CPU Side Pins

1. Figure 13-5 shows the five groups of pins on the CPU
side of the DART chip.

2. The pin functions and their designations are shown in
Tables 13-1 through 13-5. Some of the lines in these
tables may indicate signal flow in one direction and
others in the other direction. The function tables
clarify these with the following arrow symbols:

DART — Indicates signals flowing from the DART

DART < Indicates signals flowing into the DART

DART <> Indicates bidirectional flow on the same
line(s).

13-4.2 The /O Side Pins

1. From the presentation in Section 13-4.1 and Table 12-6
we find that 21 of the 40 package pins have been used
by the CPU side, leaving 19 pins for the I/O side.

. The demands of the I/O functions are such that these
19 pins are just not adequate for all I/O situations.

b



Table 13-1 DATA TRANSFER BUS GROUP

Pin Signal Flow
Designations Directions Functions
D0-D7 DART «— 8-bit tristate CPU data bus, active high. Used for data and command transfers

between the DART and the CPU.

Table 13-2 DART CONTROL GROUP

Pin Signal Flow
Designations Directions Functions
CE DART «— Chip enable, active low signal that commands the DART to transmit data dur-

ing the read cycle. During the write cycle the DART accepts data or command
words from the CPU.

RESET DART «— Reset signal, active low. It does the following: (1) disables transmitters and
receivers, (2) disables all interrupts, (3) forces the modem controls to the high-
impedance state, (4) forces TxDA and TxDB marking. After the DART is re-
set, the control registers must be rewritten before data are received or transmit-
ted.

Mi DART «— Machine cycle 1 signal, active low. When M1 and RD are simultaneously active the
CPU is fetching an instruction from the memory. When M1 and TORQ are
simultaneously active, the CPU is acknowledging an interrupt. The DART then
places its interrupt vector on the CPU data bus, provided it has the highest priority
and it has requested an interrupt.

IORQ DART «— I/O request from CPU signal, active low, used for transferring data between
CPU and DART as well as for sending commands to the DART. The DART
write cycle is initiated by the active status of CE and TORQ and inactive status
of RD. During the write cycle the CPU writes either data word or the control
word into the selected channel as specified by the C/D signal. The DART read
cycle is initiated by simultaneous activation of the CE, TORQ, and RD signals.
During the read cycle, the DART channel selected by the B/A signal transfers
the data word to the CPU via the data bus.

RD DART «— Read cycle status, active low. When used simultaneously in conjunction with
CE and TORQ, it signals the DART to transfer data to the CPU. During the
write cycle, RD is inactive while CE and IORQ are active.

Table 13-3 INTERRUPT CONTROL GROUP

Pin Signal Flow
Designations Directions Functions

INT DART — Interrupt request. The INT is pulled low by the DART chip when it is request-
ing an interrupt.

IEI DART «— Interrupt enable in, active high. Used in the system-wide priority interrupt daisy
chain. A high or active signal indicates that no other device with higher priority
is currently being serviced.

IEO DART — Interrupt enable out, active high. Also used in the interrupt priority daisy

chain. It is active only when the IEI is active and the CPU is not servicing an
interrupt from the DART. When inactive, it blocks interrupt signals from
lower-priority /O devices while the CPU is servicing an I/O device having a
higher priority.
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Table 13-4 SELECT CONTROL GROUP

Introduction to the Z80 Microcomputer

Pin Signal Flow
Designations Directions Functions
c/D DART «— Control data select signal. In the high state it informs the DART that the word
output by the CPU on the data bus must be accepted by the selected channel as
a command or control word. When in the low state, the selected channel will
interpret and accept the word on the data bus as a data word.
B/IA DART «— Channel select signal. When high, channel B is selected and when low channel
A is accessed. Transfers are then made between the CPU and the selected
channel. This signal is often transmitted to the SIO on the A0 line of the ad-
dress bus from the CPU.
Table 13-5 POWER SUPPLY AND CLOCK GROUP
Pin Signal Flow
Designations Directions Functions
0 DART «— Single-phase TTL-level clock input
+5V DART «— This is the required single power supply of 5 volts £5%.
GND DART «— This is the power supply ground.

Table 13-6 CPU SIDE PIN NUMBER ASSIGNMENTS

CPU Data Bus Pin Pin Pin Pin
<[ Eight Lines | > Designations | Numbers Designations Numbers
CPU Data Bus Interrupt Control
Interrupt Control DO 40 INT 5

| Three Lines | D1 1 IEI 6
D2 39 IEO 7
D3 2

Dart Control
—— D4 38 Select Control

[ Five Lines D Z80 DART DS 3 0

D6 37 CD 33
Select Control D7 4 B/A 34
[ Two Lines D
SI10 Control Power Supply and
— Clock
Power Supply and Clock CE 35 oc
Three Lines D RESET 21 1] 20
M1 8 +5V 9
IORQ 36 GND 31
T RD 32

Figure 13-5 Block Diagram of the DART Package Pin Groups
on the CPU Side

Some compromises have to be made. In the DART,
these compromises are made such that two signals
from the chip are internally bonded together to one
package pin.

Figure 13-6 is the block diagram of the DART package
pin groups on the /O side. Notice that the data
whereas the same group for channel B has only four
lines. This is where the compromise mentioned in
paragraph 2 comes in. Pin 27 has two signals bonded
on it internally from the DART chip.

4.

5.

The package pin assignments for channel A remain the
same, as shown in Table 13-9, regardless of which
configuration is used for channel B.

Because of the previously mentioned limitations im-
posed by the availability of only 40 pins on the
package, a sacrifice is made in channel B signals,
namely, receive clock and transmit ciock signais. These
package. This means that channel B can only be used
as either a receiver or a transmitter at any one time,
not as a full duplex channel. The pin configurations are
shown in Tables 13-10 and 13-11.




Table 13-7 DATA TRANSFER AND CLOCK GROUP

Pin
Designations

Signal Flow
Directions

Functions

RxDA, RxDB

DART «—

Receive data, active high. Serial data, TTL compatible, signals are in-
put to the DART.

DART «—-

Receive clocks, active low. These clock inputs may be driven by the Z80
CTC timer, discussed in Chapter 8, for the programmable generation of
the baud rate. The receiver clocks could be 1, 16, 32, or 64 times the
incoming data rate. Incoming data are sampled on the positive-going
edge of the RxC signal. Both inputs are buffered by Schmitt triggers.

TxDA, TxDB

DART —

Transmit data, active high. Serial data TTL compatible signals are out-
put by the DART.

TxCA, TxCB

DART «—

Transmitter clocks, active low. These clock inputs may be driven by the
Z80 CTC timer, discussed in Chapter 8, for the programmable genera-
tion of the baud rate. The transmitter clocks could be 1, 16, 32, or 64
times the outgoing data rate, but the clock multiple factor for the re-
ceiver and the transmitter must be the same. The transmitted data
(TxD) changes states at the negative-going edge of the TxC pulse. Both
inputs are buffered by Schmitt triggers.

W/RDYA, WRDYB

DART —

Wait/ready signal lines. The lines are open (drain open) when they are
programmed for the WAIT function. They can be either in the high or
the low state when programmed for the READY function. As a WAIT
function they are used to synchronize the CPU to the DART data
transfer rate. When used with a DMA controller, they can be used for
the READY function.

Table 13-8 MODEM CONTROL GROUP

Pin
Designations

Signal Flow
Directions

Functions

RTSA, RTSB

DART —

Ready to send, active low. This signal goes low when the RTS bit is set.
When the RTS bit is reset, the output line goes high after the transmitter is
empty.

CTSA, CTSB

DART «—

Clear to send, active low. If programmed as Auto Enables, low signal inputs
on these lines enables the corresponding transmitter. Otherwise, they can be
programmed and used as general-purpose inputs. Logic level transitions in
either direction on these lines are detected by the DART which then sends
an interrupt request to the CPU. Both lines are buffered with Schmitt trig-
gers.

DTRA, DTRB

DART ——

Data terminal ready, active low. These lines follow the DTR bit state as
determined by the program. They can also be used as general-purpose
outputs.

DCDA,DCDB

DART «—

Data carrier detect, active low. If the DART is programmed for auto enables,
these lines function as receive enables. Otherwise, they can be used as
general-purpose inputs. Logic level transitions in either direction in these lines
are detected by the DART, which then sends an interrupt request to the CPU.
Both lines are buffered with Schmitt triggers.

DART «—

Ring Indicator inputs, active low. The two inputs are similar to the clear to
send (CTS) and the data carrier detect (DCD) inputs. Both logic level transi-
tions are detected by the DART and interrupts sent to the Z80 CPU. These
inputs can also be used as general-purpose inputs.
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Data Transfer and Clock

Q Five Lines —’
Channel A
Modem Control
Q Five Lines [>
Z80 DART e
Data Transfer and Clock -
q Four Lines 1i>
? Channel B
Modem Control
Q Three Lines j>_;

Figure 13-6 Block Diagram of the DART Package Pin Groups
on the I/O Side

Table 13-9 CHANNEL A PIN NUMBER

ASSIGNMENTS
Pin Pin Pin Pin
Designations Numbers Designations Numbers
Data Transfer Modem Control
and Clock
RxDA 12 RTSA 17
RxCA 13 CTSA 18
RxDA 15 DTRA 16
TXxCA 14 DCDA 19
W/RDYA 10 RIA 11

Table 13-1¢ CHANNEL B PIN NUMBER
ASSIGNMENTS FOR RECEIVER OPERATIONS

Pin Pin Pin Pin
Designations Numbers Designations Numbers
Data Transfer Modem Control

and Clock

RxDB 28 RTSB 24

RxCB 27 CTSB 23

TxDB 26 DTRB 25

W/RDYB 30 DCDB 22
RIB 29

13-5 THE DART TIMING

In this section we briefly describe and discuss the DART
timing charts inveived in the read, write, interrupt
acknowledge, and the return from interrupt cycles. The
frequency and phase relationship of the DART clock must
be the same as that of the CPU clock.

Table 13-11 CHANNEL B PIN NUMBER
ASSIGNMENTS FOR TRANSMITTER OPERATIONS

Pin Pin Pin Pin
Designations Numbers Designations Numbers
Data Transfer Modem Control

and Clock

RxDB 28 RTSB 24

TxCB 27 CTSB 23

TxDB 26 DTRB 25

W/RDYB 30 DCDB 22
RIB 29

|
crom [ I I
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Figure 13-7 DART Read Cycle Timing

13-5.1 The Reud Cycle

Figure 13-7 shows the timing relationships during a CPU
input instruction when the CPU requests a data or status
word from the DART. Note that the read cycle is initiated
by the active status of IORQ and RD and the inactive
status of M1. The wait state TW is automatically inserted.

13-5.2 The Write Cycle

Figure 13-8 shows the timing relationships during a CPU
output instruction when the CPU writes a data word or a
conirol byie in ihe DART chip. Noiice ihat ihe wriie cycle
is initiated by the active status of IORQ and the inactive
status of RD and M1. The wait state TW is automatically
inserted.
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Figure 13-8 DART Write Cycle Timing

13-5.3 The Interrupt Acknowledge
Cycle

1. An interrupt request to the CPU is indicated by the
INT line going low.

2. Sometime thereafter the CPU acknowledges the inter-
rupt by the M1 line going low and, a few clock periods
later, by the IORQ going low.

3. The circuits in the daisy chain then determine the
interrupt priority of the requesting device. The IEI line
of the highest-priority device is high.

4. The IEO of any device whose interrupt request is being
serviced, or is pending, is in the low state.

5. The IEO of devices with no pending interrupts, or not
currently being serviced, have IEO = IEL

6. All interrupt signals are prevented from changing
while M1 is low. This ensures stability in the daisy
chain.

7. When IORQ is active, the highest-priority device
requesting interrupt service places its interrupt vector
on the data bus and latches in its interrupt request.

8. The timing relationships are shown in Fig. 13-9.

13-5.4 The Return from Interrupt
Cycle

1. A return from interrupt instruction (RETI) is inserted
at the end of every interrupt service subroutine.

2, RETI is a 2-byte op code (ED-4D). It resets the
interrupt-under-service flip-flop, thereby ending the
interrupt that has just been processed.
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- ————————

e _/

DATA

Figure 13-9 DART Interrupt Acknowledge Cycle

3. Then the first byte of the RETI (i.e., ED) is decoded
and the daisy chain forces the IEO high of any
interrupt that has not been acknowledged. Thus, the
daisy chain asserts that the device that is currently
being serviced is the only one with a high IEI and a low
IEO.

The timing relationships for this cycle are shown in Fig.
13-10.

4

13-6 COMMAND WORDS FOR DART
INITIALIZATION

In this section we describe and discuss the formats of the
various command bytes that are used for initializing the
DART chip. The words or bytes define the different modes
and functions of the DART operations. The chip has six
write registers, labeled WRO-WRS. For proper initializa-
tion it is necessary that each command word first be
preceded by the pointer word, as described below.
Additionally, there are three read registers that basically
contain status words or a vector. They are labeled RRO-
RR2

13-6.1 Write Command Words

13-6.1.1 The WRO Register The bit format for this
register is shown in Fig. 13-11. This word has three fields.
Bits D7 and D6 are not used and they can be any bits. Bits
D0-D2 are pointers for the other five registers. Since
only one register identification code can be inserted in
these three positions, this word must be used first to
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Figure 13-19 DART Return from Interrupt Cycle

Basic Regi
Not Used Command egister
Pointer Bits

Bits

D7 D6 D5 D4 D3 | D2 DI DO

Figure 13-11 Write Register WRO Format (Pointers/Com-
mands/Modes)

identify each individual register separately. The codes for
these registers follow.

D2 D1 Do
0 0 0 Register 0
0 0 1 Register 1
0 1 0 Register 2
0 1 1 Register 3
1 0 0 Register 4
1 0 1 Repister 5
1 1 0 Invalid
1 1 1 Invalid

Bits D3-D5 contain the codes for the basic commands.
These codes and their commands are shown below in
Table 13-12.

13:6.1.2 The WRI1 Registe
T

e
he bit formai for ihis regisier is shown in Fig. 13-12. This
word contains the control bits for the various interrupt
and wait/ready modes. The codes for the receive interrupt
are defined in bits D3 and D4 according to the following:

D4 D3

0 0  Receiver interrupts disabled.

0 1 Receiver interrupts only on first character.
1 (0 Interrupts on all character received (Note:

parity error is a condition that is treated as a
special receive).

1 1 Interrupts on all characters received (Note:
parity error is not treated as a special receive
condition).

Bit DO External interrupt enable. Honors externally
generated interrupts.

Bit D1 Transmitter interrupt enable. Interrupts are
generated when the transmitter buffer is empty.

Bit D2 Status affects vector. Active only in channel B.
When set to 1, the fixed vector is returned when
interrupt is acknowledged. When reset to 0, the vector
returned when interrupt is acknowledged is variable
according to the following Table 13-13.

Bit 7 WAIT/READY enable. The WAIT/READY
function is enabled by setting this bit to a 1.

Table 13-12 BASIC COMMAND CODES FOR WRO0

D5 D4 D3 Explanation

0 0 0  Null command—has no effect on the
chip.

0 0 1 Not used in this chip.

0 1 0  Reset externallstatus interrupts. The sta-

tus bits of RRO are latched after an in-
terrupt. This code resets them and so
interrupts are honored again.

0 1 1 Channels reset. This code resets a
single channel, after an external inter-
rupt, including prioritization logic.

1 0 0 Enable interrupt on next receive char-
acter. When the Interrupt on First

L py TS B o, | () Syt By FeCibee g PO o0

reactivated after each complete mes-
sage.

1 0 1 Reset transmitter interrupt pending.
When no characters are to be transmit-
ted this code prevents additional trans-
mitter interrupts.

1 1 0 Error reset. This code resets error
latches, including Parity and Overrun
errors laiched in Read Regisier RR1.

(="
—_

Retuiit froin interrupt (chainel A only).
This code resets the interrupt-under-
service latch of the highest-priority in-
ternal device.

b




D7 D6 D3 D4 D3 D2 D1 DO
Wait/ | Wait/ Wait/ Interrupt Status | Transmit | External
Ready | Ready Ready Mode Atfects | Interrupt | Interrupt
Enable |Function on Definition Vector | Enable | Enable
Receive/
Transmit
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D7 Do D3 D4 D3I D2 D1 DO
Receiver Bits Z :
Per Character Auto Not Used Receiver
Enable Enable

Figure 13-12 Write Register WR1 Format (Interrupt/Data
Transfers)

Table 13-13 VARIABLE VECTOR CODES
V3 V2 Vi

0 0 0 Channel B transmit buffer empty.

0 0 1 Channel B external status change.

0 1 0 Channel B receive character available.
0 1 1 Channel B special receive condition.

(parity, overrun, framing errors)

1 0 0 Channel A transmit buffer empty.

1 0 1 Channel A externalfstatus change.

1 1 0 Channel A receive character available.
1 1 1 Channel A special receive condition.

(parity, overrun, framing errors)

Bit 6 WAIT/IREADY function. This function can only
be selected when bit D7 is set to a 1. When D6 = 0, the
READY function is selected and the WAIT function is
selected when D6 = 1. When the WAIT function is
selected, the WAIT/READY output switches from
high to low.

13-6.1.3 The WR2 Register The bit format of the WR2
register is shown in Fig. 13-13. This word is the interrupt
vector for channel B only. In case of an interrupt, bits VO
and bits V4-V7 are always returned to the CPU un-
changed. But bits V1-V3 may be altered, depending on
whether bit D2 in WR1isa 1ora0. If D2 = 1in WR1,
then bits V1-V3 in WR 3 are modified as previously
explained in the WR1 description.

13-6.1.4 The WR3 Register This word contains bits for
the parameters and logic control the receiver section of
the DART. The format of this register is shown ‘in Fig.
13-14.

A V6 Vs V4 D3 D2 D1 Do

Figure 13-13 Write Register WR2 Format (Channel B Vector)

Figure 13-14 Write Register WR3 Format (Receive Parame-
ters/Control)

Bit DO Receiver enable. Al in this bit position permits
the receive operation to start.

Bits D1-D4 Not used.

Bit D5 Auto enables. When D5 = 1, lines DCDA,
DCDB, CTSA, and CTSB become receiver and
transmitter enables, respectively.

Bits D6 and D7 Receiver bits per character. These 2 bits
define the number of bits per character received as
follows:

D7 D6 Bits per Character
0 0 5
0 1 7
1 0 6
1 1 8

13-6.1.5 The WR4 Register The bit format of the WR4
register is shown in Fig. 13-15. The bits in this word affect
both the receiver and the transmitter operations.

Bit DO Parity enable. A 1 in this position enables the
parity feature in the DART.

Bit D1 Parity. When D1 = 0, odd parity is set. When
D1 =1, the even parity is set.

Bits D3 and D2 Stop bits per character. These 2 bits
define the number of stop bits per character as foliows:

D3 D2 Stop Bits/Character
0 0 1
0 1 1
1 0 2
1 1 Invalid

Bits DS and D4 Not used.

Bits D7 and D6 Receiveltransmit clock rates. These two
bits specify the multiply factor between the clock and
the data rates (TxC and RxC).
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D7 D6 D5 D4 D3 D2 DI DO

Receive

Tran:;ntift Not Number of Stop Bits Parit Parity
Clock Used Per Character ¥ Enable
Rates

00=X1 01=1bit 0=0dd |]= Enable

01=Xlo6 X X 1 0= 1% bits | = Even |0 = Disable

10=X 32 1 1= 2 bits

11 =X64 00 = Invalid

Figure 13-15 Write Register WR4 Format (Miscellaneous
Parameters/Modes)

D7 Dé D5 D4 D3 D2 Dl DO
Transmit Bits Per
Data Character Mot Not
Terminal Send | Trunsmit | ysed | Request | Used
Ready 00=35 or less Break Enable To
(DTR) 01=7 Send
10=6
11=8 X X

Figure 13-16 Write Register WR5 Format (Transmit Parame-
ters/Control)

13-6.1.6 The WR5 Register This word controls the
operation of the transmitter. The bit format is shown in
Fig. 13-16.

Bits DO and D2 Not used.

Bit D1 Request to send (RTS). When D1 = 1, RTS goes
low.

Bit D3 Transmit enable. Data word is transmit only
when D3 = 1.

Bit D4 Send break. When D4 = 1, it forces the Transmit
Data to the spacing condition. When D = 0 TxD
returns to marking.

Bit D6 and D5 Transmit bits per character. These two
bits define the number of bits in the character to be
transmitted as follows:

- B P 4 B
L

0 0 5 or less
0 1 7
1 0 6
1 1 8

Bit D7 Data terminal ready. When D7 = 1, the DTR
line goes low, and when D7 = 0, it goes high.

13-6.2 The Read Command Werds

The DART chip contains three read registers which are
used for reading out the status of the two channels.

Registers RRO and RR1 apply to both the channels,
whereas register RR2 applies only to channel B. The
information readout from these three registers contains
error conditions, interrupt vectors, and various usual
communications interface handshake signals.

To read out from any of these registers, except RRO,
the correct register must be first identified by using the
WRO pointer register followed by an input instruction
which will then read out the contents of the addressed
register to the CPU.

13-6.2.1 The RRO Register The RRO register contains
the status of the transmit/receive buffers, the interrupt
status, and the DCD and CTS inputs. The bit format of
this register is shown in Fig. 13-17.

Bit DO Receive character available. When at least one
character is available in the receive FIFO stack, this bit
is set. When it is completely empty it is reset to 0.

Bit D1 Interrupt pending for channel A. An interrupt
condition in channel A causes this bit to be set. It is
always 0 in channel B. Used primarily in applications
that do not have vectored interrupts.

Bit D2 Transmit buffer empty. This bit is set to 1
whenever the transmit buffer becomes empty.

Bit D3 Data carrier detect. The transition of the DCD
input causes this bit to be latched and causes an
external/status interrupt.

Bit D4 Ring indicator. The DART detects both the
high-to-low and the low-to-high transitions and then
interrupts the CPU. This bit indicates these conditions
byal.

Bit D5 Clear to send. This bit is very similar to the Data
Carrier Detect (DSD) bit. However, it shows the
inverted status of the signal at the CTS pin.

Bit D6 Not used.

Bit D7 Break. D7 = 1 when a break sequence, 1.¢., the
null character pulls the framing error, is detected in the
incoming data stream.

D7 D6 D35 D4 D3 D2 DI DO
Break Not Clear Ring Data | Transmit | Interrupt | Receive
Used To {ndicator | Carrier | Buffer Pending | Character
Send Detect | Empty for Available
(DCD) Channel
A
X

Figure 13-17 Read Register RRO Format (Buffer/Interrupt/
External status)




D7 D6 D5 D4 D3 D2 D1 DO
Not Framing | Overrun Parity Error . All
Used Error Error Not Used Sent
| = Error
0 = No error
X X X X

Figure 13-18 Read Register RR1 Format (Special Receive
Condition Status).

D7 D6 D5 D4 D3 D2 D1 DO

V7 Ve 'S \z V3 V2 Vi Vo

Figure 13-19 Read Register RR2 Format (Modified Interrupt
Vector for Channel B).

13-6.2.2 The RRI Register The special receive condi-
tion status bits are included in this register, whose format
is shown in Fig. 13-18.

Bit DO All sent. DO = 1 when all the characters in the
transmit buffer have been completely sent from the
transmitter.

Bits D1-D3 Not used.

Bit D4 Parity error. This bit indicates if a parity error is
detected in the received character. A 1 by this bit
indicates an error.

Bit D5 Overrun error. This bit is set if an Overrun Error
is detected. This really means that more than three
characters have been received without a corresponding
read instruction from the CPU.

Bit D6 Framing error. This bit is set if a framing error in
the received character is detected. To avoid interpret-
ing the framing error as a new start bit, the DART
adds an additional one-half of a bit time to the
character time.

Bit D7 Not used.

13-6.2.3 The RR2 Register The format of the RR2
register, which is used for only register B, is shown in Fig.
13-19. Recall that bits V1-V3 are variable if the status
affect vector (bit D2 in register WR1) is set.

13-7 REVIEW QUESTIONS

13-1 Indicate true or false for the DART chip.
a. — The DART contains two fully indepen-
dent simplex communications channels.
b. — The DART interfaces the Z80 CPU with
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13-2

13-3

13-4

13-5

13-6

13-7

modems and other I/O devices which
require parallel digital communications

capabilities.

c¢. — The DART functions as a serial-to-paral-
lel and parallel-to-serial converter.

d. — The DART handles both synchronous

and asynchronous protocols.

In the DART, receiver data are

buffered and the transmitter data are
buffered. (single; double; triple;

quadruple)

Indicate the data rates at which the DART can

operate asynchronously in the X1 clock mode.

a, — With 2.50-MHz system clock.

b, e With 4.00-MHz system clock.
(0-880; 0-500; 100-500; 100-800; 0-800; 500~
800 kilobits per second)

Circle the number of bits per character that the

DART can handle.

a. 6;

. 10;

12;

8;

16;

=Y

Answer yes or no for the capabilities of the DART

chip.

meRap T

a. —. Can it work with two stop bits per
character?

b. __ Is it possible to detect framing and over-
run errors?

c¢. — Can it operate at X8 the clock rate?

d. __ Can it operate at X64 the clock rate?

Indicate true or false for the DART package pin

functions.

a. — The DO0-D7 bus is used for data and
command transfers between the CPU and
the I/O devices.

b. — During the write cycle, the DART ac-
cepts data or command words from the
CPU.

¢. — When RESET is active, it enables the
transmitter and the receiver.

d. —__ When RESET is active, it disables all
interrupts.

e. — When RESET is active, it forces the
modem controls to the high-impedance
state.

Circle the statements that are applicable to the
IORAQ signal.

a. Initiates the write cycle when CE is inactive.
b. Initiates the write cycle when CE is active.
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13-8

13-9

13-10

13-11

13-12

am a-
Eor=a.r
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c. Initiates the read cycle when CE and RD are
active.

d. During the write cycle, [ORQ and RD are
active, while CE is inactive.

Which of the following signals is pulled low by the
DART chip when it is requesting an interrupt?
a. IEI

b. INT

c. IEGC

d. TORQ

The following statements relate to the IEI and the
IEQ signals. Indicate true or false.

a. — IEI is used in the system-wide priority
interrupt daisy chain.
b. —_ When IEI is high, it indicates that a

device with higher priority is currently
being serviced.

¢. — IEO is inactive when IEI is active.

d. . When IEO is inactive, it blocks interrupt
signals from lower-priority I/O devices.

Which of the following package pins will be active
during transmission of several data via channel B?
a. TxDA
h. RxCB
c¢. TxDB
d. RxCA

The incoming data word into the DART is
sampled on the going edge of the
signal. (positive; negative; RxC; RxD)

Which of the following signals are buffered by
Schmitt triggers?

a. RxDA and RxDB

b. RxCA and RxCB

¢. TxDA and TxDB

d. TxCA and TxCB

] con k. Ay g e L SRR, [ Y Fee T Ty BT
LIIC LULIUWLLLE  JLULLLLIGHLY QPRLY LW WL AN A wday

RTSB, CTSA, and CTSB signals. Indicate true or
false.

a. RTSA and RTSB follow the state of the
RTS bit.

b. — When the RTS bit is set, RTSA and
RTSB go low.

¢. — Low signal on CTSA or CTSB enables
the corresponding transmitter.

d. — The DART sends an interrupt request to

the CPU when the levels of either CTSA
or CTSB change.

— . Is it possible to use the DTRA pin as a
generai-purpose pin? (Yes or no)

Indicate those lines that are buffered by Schmitt
triggers.

13-16

13-17

13-18

13-19

13-20

a. DCD
b. DCD
c¢. DTRA
d. DTRB

=,
>

Refer to the generalized block diagram of Fig.

13-1 and indicate true or false.

a. — Modem control signals are general-pur-
pose and can be used for functions other
than controlling modems.

. — The interrupt control logic provides auto-
matic interrupt vectoring capabilities.

¢. — Channels A and B have equal priorities in
the DART.

Refer to the read cycle timing of Fig. 13-7. The

read cycle is initiated by:

a. The inactive status of M1 and RD are the
active status of IORQ.

b. The active states of M1 and the inactive states
of RD and IORQ.

c. The inactive status of TORQ and the active
status of CE and MIT.

d. The inactive status of M1 and the active status
of IORQ and RD.

Refer to Fig. 13-9 and indicate true or false for the

DART interrupt acknowledge cycle.

a. __ The IEO of any device whose interrupt
request is being serviced, or pending, is in
the high state.

b. — All interrupt signals are prevented from
changing while M1 is low.
¢. .—— When [IORQ is low, the highest-priority

device requesting interrupt service places
its interrupt vector on the data bus.

Refer to the receive data path block diagram of

Fig. 13-2. If the incoming character is 5 or 6 bits

iuug, L1cI

a. It enters the 3-bit buffer and is then loaded into
the 8-bit receive shift register.

h Tt h:xiﬁaqcpc the 3-hit huffer and ic loaded

directly in the 8-bit receive shift register.

Refer to Fig. 13-2 and indicate true or false for the
incoming data characters.

a. — If the incoming word is 7 bits long plus
parity, the parity bit is stripped.
b. ___ The receive logic automatically inserts Os

when a character of less than 8 bits is

received,

e. __ Tf the incoming character is 7 bits long, it
bypasses the 3-bit buffer.
d. ___ The output of the receive shift register is

always an 8-bit parallel word.



APPENDIX A

TIMING DIAGRAM
CONVENTIONS

A timing diagram is a pictoral representation of a digital
signal on a single line, or a group of lines (a bus), that
displays changes in logic states as a function of time.
These diagrams represent logic states and transitions
between states. They also show time relationships be-
tween transitions of several different, individual digital
signals. The purpose of this appendix is to give students an
understanding of the various timing charts that are
commonly used in the digital computer field. The dia-
grams, their symbology, and explanations of these follow.

A-1 SIGNAL SYMBOLS IN TIMING
CHARTS

Refer to Fig. A-1 for explanation of the following
symbols,

a. A single solid line with either a 1 or a 0 in front of it
indicates a steady logical 1 or 0 state.

b. A dotted line indicates a floating signal line. This
condition is prevalent when a three-state line is placed
in the high impedance state.

c. Indicates a signal transition from a low to a high state
(logical 0 to logical 1).

d. Indicates a signal transition from a high to a low state
(logical 1 to logical 0).

e. Indicates that a low-to-high transition can take place
any time between m and .

f. Indicates that a high-to-low transition can take place
any time between » and p.

A-2 BUS CONVENTIONS

Refer to Fig. A-2 for diagrams relating to bus conventions.

~—— Signals change

X

(a)

)/— Signals change

(b)

(d)

T
//////////
ISRy yrsryi

m n
(e)

m n

AAAAALAARIRMANY
\\\\\\\\'\\\\\\\\
WAL
(49

Figure A-1 Timing Chart Symbols

m n
S
(©)
m n

Figure A-2 Bus Conventions

173



174 Introduction to the Z80 Microcomputer

a. Indicates that the signals on the bus lines change atthe b. Indicates that the high-to-low transition in line X

indicated crossover point. causes simultaneous transitions in lines Y and Z.
b. The dotted lines indicate that the signals on the bus c¢. Indicates that the low-to-high tramsition in line X
lines are not important or relevant until after they causes simultaneous transitions in lines Y and Z.

change at the crossover point.
¢. During the time indicated by the dotted line, the

three-state bus is floating, i.e., is in the high-impe- n a4 LEVEL CHANGES CAUSED BY

dance state
' SIGNAL TRANSITIONS
d. The cross-hatched portion of the bus indicates that the

signals on the lines are not stable from point mto nbut ~ Refer to Fig. A-4 for the following explanations.
that they are stable between points »n and p.

e. Indicates that the three-state buffers may become @. Indicates that the high-to-low transition on line X
active any time between points m and n. causes a low level on line Y.

b. Indicates that the high-to-low transition on line X
results in a high level on line Y.

c. Indicates that low-to-high transition on line X causes a

A-3 TRANSITIONS CAUSED BY low level.an line: ¥

TRANSITIONS d. Indicates that a low-to-high transition on line X causes

The following explanations refer to Fig. A-3. a high level on line Y.

X
B-5 SIGNAL TRANSITIONS CAUSED
BY LEVELS

Y Refer to Fig. A-5 for explanation.

(a)

X

X

XY

b)

a\

(c)

Figure A-3 Transitions Caused by Transitions

a. Indicates that the high-to-low transition in the signal
on line X causes a low-to-high transition in the signal
on line Y. Note that the transitions on both lines could
be in directions opposite to that shown here. Figure A-4 Levels Caused by Transitions

N Y M L]
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BUS

BUS

—
o

VA
IRV

(b)

Figure A-6 Changes in Bus Signals Caused by Changes in
Levels

NN

-

- P
<

Refer to Fig. A-6 for the following explanation.

(a)
() X
Figure A-5 Signal Transitions Caused by Levels 3
Y
a. Alow level online X causes a low-to-high transition on
line Y. .
b. A low level online X causes a high-to-low transition on
line Y.
c. A high level on line X causes a low-to-high transition X
on line Y.
d. A high level on line X causes a high-to-low transition
on line Y. Y
(c)
A-6 BUS SIGNAL CHANGES CAUSED
BY LEVEL CHANGES *
Y
(d)

a. A transition to a low level on line X causes the signals
on the bus lines to change.

b. A transition to a high level on line X causes the signals
on the bus lines to change.

Figure A-7 Level Changes Caused by Levels

a. Transition to a low state on line X causes a transition to
a high state on line Y.

A-7 LEVEL CHANGES CAUSED BY b. Transition to a low state on line X causes a transition to

a low state on line Y.
LEVEL CHANGES ¢. Transition to a high state on line X causes a transition

Refer to Fig. A-7 for the explanation given below. to a high state on line Y.
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d. Transition to a high state on line X causes a transition
to a low state on line Y.

A-8 SINGLE/MULTIPLE TRANSITION
CAUSED BY SINGLE/MULTIPLE LEVELS

a. A simultaneous transition from high-to-low level on
line X and low-to-high level on line Y causes a
low-to-high transition on line Z.

b. A simuitaneous transition from high-to-low level on
line X and low-to-high level on line Y causes high-to-
low transition on line Z,

¢. A high-to-low transition on line X causes simultaneous
transitions, high-to-low on line Y and low-to-high on
line Z.

d. A low-to-high transition on line X causes simultaneous
transitions, high-to-low on line Y and low-to-high on
line Z.

A-9 TRANSITIONS CRAUSED BY
LEVEL/TRANSITION COMBINATIONS

Refer to Fig. A-9 for the following explanations.
a. A low logic level on line X and a low-to-high transition

on line Y causes a transition in a third, unspecified
signal.

TN 5
B

(a)

-

Cause this transition

! N
(b} \

Cause this transition

Figure A-9 Transitions Caused by Level/Transition Combina-
tions

X N
Y A\/—
Z
(a)
X O\<‘-‘\
AN
: Q)L
()
X ’3.\
; \\
7 -~

(c)

) ¢

G e
2 >

(d)

Figure A-8 Single/Multiple Transitions Caused by Single/Mul-
tiple Levels

°
ﬁt‘___“td____ﬂ
R

(b)

(c)

(d}

Figure A-10 Delay Time Conventions
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b. A high logic level on line X and a high-to-low the rise and fall times. The 10% and 90% points are also
transition on line Y causes a transition in a third, frequently used in time delay measurements.
unspecified signal.

a. Indicates time delay measured from the 50% fall time
of signal on line X to the 50% rise time of the signal on

line Y.

A-10 DELAY TIME CONVENTIONS . ; .

b < b. Indicates time delay between the 50% fall time of the
Refer to Fig. A-10 for the explanation below. Time delay signal on line X and the resulting stabilized low logic
between two or more signals can be expressed in a number level on line Y.
of different ways. Time delays can be measured between ¢, Indicates the resulting time delay between the stabil-
the rise and fall times of signals or between signals ized high signal on line X and the stabilized low signal
reaching specific logic levels and stabilizing on the lines. on line Y.
They can also be measured between the rise or fall times g, Indicates the stabilized high level on line X and the
and signal levels. In the examples shown in Fig. A-10 we 50% fall time transition on line Y.

have arbitrarily measured delays from the 50% points in
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780 ASSEMBLY LANGUAGE
CODES BY MNEMONICS

Table 2-11 B-BIT LOAD INSTRUCTIONS GROUP

Ins Source Object Ins Source Object
# Statement Code # Statement Code
1 LD A, A 7F i LDL,E 6B
LD A, B 78 LDL,H 6C
LD A, C 79 LDL,L 6D
e D 1A 2 LD A, n 3En
LD A, E 7B
LD B, n 06 n
LD A, H 7C
ILDC,n 0E n
LD A, L 7D
LD D, n 16 n
LD B, A 47
LDE,n 1En
LD B, B 40
LDH,n 26 n
i B LDL,n 2E
LD B,D 42 ’ a
LD B, E 43 3 LD A, (HL) 7E
LD B, H 44 LD B, (HL) 46
LD B, L 45 LD C, (HL) 4E
LD C, A 4F LD D, (HL) 56
LDC,B 48 LD E, (HL) SE
LD C, C 49 LD H, (HL) 66
IDC, D 4A LD L, (HL) 6E
LD C,E 4B
LD C, H 4C 4 LD A, (IX+d) DD7Ed
IDC.L 4D LD B, (IX+d) DD46d
LD D, A 57 LD C, (IX+d) DDA4Ed
LD D, B 50 LD D, (IX+d) DD56d
LD D, C 51 LD E, (IX+d) DDSEd
LDD,D 52 LD H, (IX+d) DDa66d
LD D, E 53 LD L, (IX+d) DD6Ed
Eg g' *L{ gg 5 LD A, (IY+d) FD7Ed
DE N " 2o De
T i LD D, (IY+d) FD65d
IDED T LD E, (IY+d) FD5Ed
e il LD H, (IY+d) FD66d
e - LD L, (IY+d) FDSEd
LDE,H 56 sizallamid :
LDE,L 5D 6 LD (HL), A 77
LD H, A 67 LD (HL), B 70
LD H, B 60 LD (HL), C 71
LD H, C 61 LD (HL), D 72
LD H,D 62 LD (HL), E 73
LD H, E 63 LD (HL), H 74
LD H, H 64 LD (HL), L 75
LDH, L 65
IDL. A 6F 7 LD (IX+d), A DD77d
LDL B 68 LD (IX+d), B DD70d
IDL C 69 LD (I§+d), e DD71d
LD L D 6A LD (IX+d), D DD72d
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Table 2-12 16-BIT LOAD INSTRUCTIONS GROUP

Ins Source Object Ins Source Object
# Statement Code # Statement Code
LD (IX+d), E DD73d 22 LD BC, nn 0lnn
LD (IX+d), H DD74d LD DE, nn 11nn
LD HL, nn 21nn
LD (IX+d), L DD75d LD SP, nn 31nn
23 LD IX, nn DD21nn
2 Y FD21
8 LD (IY+d), A FD77d - i e
25 LD HL, (nn) 2Ann
LD (IY+d), B FD70d
LD (IY+d), C FD71d 26 LD BC, (nn) ED4Bnn
’ LD DE, (nn) ED5Bnn
LD (IY+d), D FD72d LD HL, (nn) ED6Bnn
LD (IY+d), H FD74d 27 LD IX, (nn) DD2Ann
LD (IY+d), L FD75d 28 LD IY, (nn) FD2Ann
9 1D (HL 29 LD (nn), HL 22nn
(L) n 36n 30 LD (nn), BC ED43nn
10 LD (IX+d), n DD36dn LD (nn), DE ED53nn
LD (nn), HL ED63nn
L LD (IY+d),n FD36dn LD (nn), SP ED73nn
12 LD A, (BO) 0A 31 LD (nn), IX DD22nn
13 LD A, (DE) 1A 32 LD (nn), I'Y FD22nn
: 33 LD SP, HL F9
14 LD A, (nn) 3Ann 34 LD SP, IX DDF9
15 LD (BC), A 02 35 LD SP, IY FDF9
16 LD (DE), A 12
17 LD (nn), A 32 nn
18 LD A, I EDs57
19 LD A,R EDS5F
20 IDI, A ED47

21 IDR, A ED4F
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Table 2-13 STACK PUSH/POP 16-BIT INSTRUCTIONS Table 2-15 BLOCK TRANSFER AND SEARCH

GROUP INSTRUCTIONS GROUP

Ins Source Object Ins Source Object

# Staterment Code # Statement Code

36 PUSH BC C5 48 LDI EDAO
PUSH DE D5 49 LDIR EDBO
PUSH HL E5 50 LDD EDAB
PUSH AF F5 51 LDDR EDBB

37 PUSH IX DDES5 52 CPI EDAL1

38 PUSH IY FDES5 33 CPIR EDBI

39 POP BC C1 54 CPD EDA9
PORDE b1 55 CPDR EDBY
POP HL El
POP AF Fi

40 POP IX DDE1

41 POPIY FDE1

Table 2-14 EXCHANGE INSTRUCTIONS GROUP

Ins Source Object
# Statement Code
42 EX DE, HL EB
43 EX AF, A'F' 08
44 EXX D9
45 EX (SP), HL E3
46 EX (SP), IX DDES3
47 EX (SP), IY FDE3
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Table 2-16 8-BIT ARITHMETIC AND LOGIC
INSTRUCTIONS GROUP

Ins Source Object Ins Source Object

# Statement Code # Statement Code

56 ADD A, A 87 65 OR A B7
ADD A, B 80 OR B BO
ADD A, C 81 ORC B1
ADD A, D 82 OR D B2
ADD A, E 83 ORE B3
ADD A, H 84 OR H B4
ADD A, L 85 ORL B5

57 ADD A, n Cén OR n F6d

58 ADD A, (HL) 86 OR (HL) B6

59 ADD A, (IX+d) DD86d OR (IX+d) DDB6d

60 ADD A, (IY+d) FD86d OR (IY+d) FDB6d

61 ADCA, A 8F 66 XOR A AF
ADCA, B 88 XOR B A8
ADC A, C 89 XOR C A9
ADCA,D 8A XOR D AA
ADCAE &B XORE AB
ADC A, H 8C XOR H AC
ADC A, L 8D XOR L AD
ADC A, n CEn XOR n EEn
ADC A, (HL) 8E XOR (HL) AE
ADC A, (IX+d) DDSEd XOR (IX+d) DDAE
ADC A, (IY+d) FD8Ed XOR (IY +d) FDAE

62 SUB A 97
T zg
SUB C 91
SUB D 92 CPC B9
SUB E 93 CPD BA
SUB H 94 CPE BB
SUB L 95 CP H BC
SUB n Dén CPL BD
SUB (HL) 9% CP (HL) BE
SUB (IX+d) DD96d CP (IX+ d) DDBEd
SUB (IY +d) FD96d CP (HL+d) FDBEd

63 SBC A, A 9E CPn FE n
SBCA,B 98 68 INC A aC
SBCA,C 99 INC B 04
SBCA,D 9A INCC ocC
SBC A, E 9B INCD 14
SBCA,H 9C INCE 1C
SBC A, L 9D INCH 24
SBCA,n DEn INCL 2C
326 (e DooEd O ING (FIL) L
SBC (IY +d) FOREA 70 INC (IX+d) DD34d

64 AND A A7 71 INC (IY+d) FD34d
AND B A0 72 DEC A iD
AND C Al DECB 05
AND D A2 DEC C 0D
AND E A3 DECD 15
AND H Ad DECE 1D
AND L AS DEC H 25
AND n Eé6n DECL 2D
AND (HL) A6 DEC (HL) 35
AND (IX+d) DDAG6d DEC (IX+d) DD35d

AND (IY+d) FDA6d DEC (IY +d) FD35d
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Table 2-17 16-BIT ARITHMETIC INSTRUCTIONS
GROUP

Table 3-1 ROTATE AND SHIFT INSTRUCTIONS
GROUP

Ins Source Object Ins Source Object
# Statement Code # Statement Code
73 ADD HL, BC 09 84 RLCA 07
ADD HL, DE 19 85 RLA 17
ADD HL, HL 29 86 RRCA OF
ADD HL, SP 39 87 RRA 1F
74 ADC HL, BC ED4A 88 RLC A CBO7
ADC HL, DE EDSA RLCB CB00
ADC HL, HL ED6A RLCC CBO01
ADC HL, SP ED7A RLC D CBO2
75 SBC HL, BC ED42 RLCE CBO3
SBC HL, DE EDS52 RLCH CB04
SBC HL, HL ED62 RICL CB05
SBC HL, SP ED72 ) RLC (HL) CB06
76 ADD IX, BC DD09 90 RLC (IX+d) DDCBd06
ADD IX, DE DD19 91 RLC (IY+d) FDCBA06
ADD IX, IX DD29 2 RLA CB17
ADD IX, SP DD39 RL B CB10
14 ADD IY, BC FD09 RL C CB11
ADDIY, DE FD19 RL D CBi2
ADDIY, IY FD29 RLE CB13
ADD 1Y, SP FD39 RL H CB14
78 INC BC 03 RLL CB15
INC DE 13 RL (HL) CB16
INC HL 23 RL (IX+d) DDCBd16
INC SP 33 RL (IY+d) FDCBd16
79 INC IX DD23 93 RRC A CBOF
80 INCIY FD23 RRCB CBO08
81 DEC BC 0B RRCC CB09
DEC DE 1B RRCD CB0OA
DEC HL 2B RRCE CBOB
DEC SP 3B RRCH CB0C
82 DEC IX DD2B RRCL CBOD
83 DECTIY FD 2B RRC (HL) CBOE
RRC (IX+d) DDCBAOE
RRC (IY+d) FDCBA4OE
94 RR A CBIF
KK B CBis
RR C CB19
RR D CBI1A
RR E CB1B
RR H CBiC
RR L CBID
RR (HL) CBIE
RR (IX+d) DDCBAIE

RR (IY+d) FDCBd1E
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Table 3-2 BIT SET, RESET, AND TEST
INSTRUCTIONS GROUP

Ins Source Object Ins Source Object
# Statement Code # Statement Code
95 SLA A CB27 100 BIT O, A CB47
SLA B CB20 BIT 0, B CB40
SLAC CB21 BIT O, C CB41
SLAD CB22 BIT 0, D CB42
SLAE CB23 BIT O, E CB43
SLAH CB24 BIT 0, H CB44
SLAL CB25 BITO, L CB45
SLA (HL) CB26
SLA (IX+d) DDCBd26 BIT1, A CB4F
SLA (IY+d) FDCBd26 BIT 1, B CB48
96 SRA A CB2F BIT1, C CB49
SRA B CB28 BIT1,D CB4A
SRA C CB29 BIT1, E CB4B
SRA D CB2A BIT1, H CB4C
SRA E CB2B BIT1, L CB4D
SRA H CB2C
SRA L CB2D BIT 2, A CB57
SRA (HL) CB3E BIT 2, B CB50
SRA (IX+d) DDCBJ3E BIT2, C CB51
SRA (IY-+d) FDCBA3E BIT 2,D CB52
97 SRL A CB3F BIT 2, E CB53
SRL B CB38 BIT 2, H CB54
SRL C CB39 BIT2,L CBS5
SRL D CB3A
SRL E CB3B BIT 3, A CB5F
SRL H CB3C BIT 3, B CB58
SRL L CB3D BIT 3, C CB59
SRL (HL) CB3E BIT3,D CBSA
SRL (IX+d) DDCBJ3E BIT 3, E CB5B
SRL (IY+d) FDCBA3E BIT 3, H CBSC
98 RLD ED6F BIT3,L CBSD
99 RRD ED67
BIT 4, A CB67
BIT 4, B CB60
BIT 4, C CBé61
BIT 4, D CB62
BIT4,E CB63
BIT 4, H CB64
BIT 4, L CB65
BIT 5, A CB6F
BITS5,B CB68
BIT S5, C CB69
BIT S5, D CB6A
BIT 5, E CB6B
BIT 5, H CB6C
BIT 5, L CB6D
BIT 6, A CB77
BIT 6, B CB70
BIT 6, C CB71
BIT 6, D CB72

BIT 6, E CB73
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Ins Source Object Ins Source Object
# Statement Code # Statement Code
100 BIT 6, H CB74 104 SET 2, E CBD3
BIT 6, L CB75 SET 2, H CBD4
SET 2, L CBD5
BIT 7, A CB7F
BIT 7, B CB78 SET 3, A CBDF
BIT 7, C CB79 SET 3, B CBDS
BIT 7, D CB7A SET 3, C CBD9
BIT 7, E CB7B SET 3, D CBDA
BIT 7, H CB7C SET 3, E CBDB
BIT7, L CB7D SET 3, H CBDC
101 BIT 0, (HL) CB46 SET 3, L CBDD
BIT 1, (HL) CB4E
BIT 2, (HL) CB56 SET 4, A CBE7
BIT 3, (HL) CBSE SET 4, B CBEO
BIT 4, (HL) CB66 SET 4, C CBE1
BIT 5, (HL) CB6E SET 4, D CBE2
BIT 6, (HL) CB76 SET 4, E CBE3
BIT 7, (HL) CB7E SET 4, H CBE4
102 BIT 0, (IX+d) DDCBd46 SET 4, L CBES
BIT 1, (IX+d) DDCBA4E
BIT 2, (IX+d) DDCBdAS56 SET 5, A CBEF
BIT 3, (IX+d) DDCBJSE SET 5, B CBES8
BIT 4, (IX+d) DDCBd66 SET S, C CBE9
BIT 5, (IX+d) DDCBA6E SET5,D CBEA
BIT 6, (IX+d) DDCBdA76 SET 5, E CBEB
BIT 7, (IX+d) DDCBA7E SET 5, H CBEC
103 BIT 0, (IY+d) FDCBd46 SET 5, L CBED
BIT 1, (IY+d) FDCBA4E
BIT 2, (IY+d) FDCBdA56 SET 6, A CBF7
BIT 3, (IY +d) FDCBASE SET 6, B CBFO
BIT 4, (IY +d) FDCBd66 SET 6, C CBF1
BIT 5, (IY+d) FDCBA6E SET 6, D CBF2
BIT 6, (IY+d) FDCBdA76 SET 6, E CBF3
BIT 7, (IY+d) FDCBA7E SET 6, H CBF4
104 SETO, A CBC7 SET 6, L CBF5
SET 0, B CBCO
CETN R SET7. A CBFF
SET 0, D CBC2 SET 7, B CBFS
SET 0, E CBC3 SET 7, C CBF9
SET 0, H CBC4 SET7, D CBFA
SET 0, L CRBCS SET7,E CBFB
SET 7, H CBFC
SET 1, A CBCF SET7,L CBFD
SET 1. B CBCS 105 SET 0, (HL) CBC6
SET 1, C CBC9 SET 1, (HL) CBCE
SET 1, D CBCA SET 2, (HL) CBD6
SET 1, E CBCB SET 3, (HL) CBDE
SET 1, H CBCC SET 4, (HL) CBE6
SET 1, L CBCD SET 5, (HL) CBEE
SET 2, A CBD7 SET 6, (HL) CBF6
SET 2, B CBDO SET 7, (HL) CBFE
SET 2, C CBD1 106 SET 0, (IX+d) DDCBdAC6
SET 2, D CBD2 SET 1, (IX+d) DDCBACE
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Ins Source Object Ins Source Object
# Statement Code # Statement Code
106 SET 2, (IX+d) DDCBdD6 108 RES 5, A CBAF
SET 3, (IX+d) DDCBADE RES 5, B CBAS
SET 4, (IX+d) DDCBAE6 RES 5, C CBAY
SET 5, (IX+d) DDCBAEE RES 5, D CBAA
SET 6, (IX+d) DDCBdJF6 RES 5, E CBAB
SET 7, (IX+d) DDCBJFE RES 5, H CBAC
107 SET 0, (IY +d) FDCBAC6 RES 5, L CBAD
SET 1, (IY+d) FDCBACE
SET 2, (IY +d) FDCBdAD6 RES 6, A CBB7
SET 3, (IY +d) FDCBADE RES 6, B CBB0
SET 4, (IY +d) FDCBdE6 RES 6, C CBB1
SET 5, (IY+d) FDCBJEE RES 6, D CBB2
SET 6, (IY +d) FDCBdF6 RES 6, E CBB3
SET 7, (IY +d) FDCBJFE RES 6, H CBB4
108 RES 0, A CB87 RES 6, L CBB5
RES 0, B CB80
RES 0, C CBS81 RES 7, A CBBF
RES 0, D CB82 RES 7, B CBBS
RESO, E CB83 RES 7, C CBB9
RES 0, H CB84 RES 7, D CBBA
RESO, L CB85 RES7,E CBBB
RES 7, H CBBC
RES 1, A CBSF RES 7, L CBBD
RES 1, B CBS8
RES 1, C CB&9 RES 0 (HL) CB86
RES 1, D CBSA RES 1 (HL) CBSE
RES 1, E CB8B RES 2 (HL) CB9%
RES 1, H CB8C RES 3 (HL) CBYE
RES 1, L CB8D RES 4 (HL) CBAG6
RES 5 (HL) CBAE
RES 2, A CBY7 RES 6 (HL) CBB6
RES 2, B CB90 RES 7 (HL) CBBE
RES 2, C CB91
RES 2, D CB92 RES 0 (IX+d) DDCBdA86
RES 2, E CB93 RES 1 (IX+d) DDCBASE
RES 2, H CB94 RES 2 (IX+d) DDCBd9%
RES 2, L CB95 RES 3 (IX+d) DDCBAYE
RES 4 (IX+d) DDCBdAAG6
RES 3, A CBYF RES 5 (IX+d) DDCBJAE
RES 3, B CBY9S8 RES 6 (IX+d) DDCBdB6
RES 3, C CB99 RES 7 (IX+d) DDCBABE
RES3, D CB9A
RES 3, E CB9B RES 0, (IY+d) FDCBA86
RES 3, H CB9C RES 1, (IY+d) FDCBASE
RES 3, L CBYID RES 2, (IY +d) FDCBd96
RES 3, (IY+d) FDCBAYE
RES 4, A CBA7 RES 4, (IY+d) FDCBdAS6
RES 4, B CBAO RES 5, (IY+d) FDCBJAE
RES 4, C CBAI RES 6, (IY+d) FDCBdB6
RES 4, D CBA2 RES 7, (IY+d) FDCBJBE
RES 4, E CBA3
RES 4, H CBA4

RES 4, L CBAS
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Table 3-4 JUMP INSTRUCTIONS GROUP Table 4-1 INPUT INSTRUCTIONS GROUP
Ins Source Object Ins Source Object
# Statement Code # Statement Code
109 JP nn C3nn 127 IN A (n) DB n
110 JP C, nn DAnn 128 IN A (C) ED78
JP NC, nn D2nn IN B (C) ED40
JP M, nn FA IN C (C) ED48
JPZ, nn CAnn IN D (C) ED30
JP NZ, nn C2nn INE (C) ED58
JP P, nn F2nn IN H (C) ED60
JP PE, nn EAnn IN L (C) ED68
JP PO, nn E2nn 129 INI EDA2
111 JR DIS 18 dis 130 INIR EDB2
112 JR C, DIS 38 dis 131 IND EDAA
113 JR NC, DIS 30 dis 132 INDR EDBA
114 JR Z, DIS 28 dis
115 JR NZ, DIS 20 dis
116 JP (HL) E9 Table 4-2 THE OUTPUT INSTRUCTIONS GROUP
A JP (IX) DDES Ins Source Object
118 JP (IY) FDEP # Statement C(;!de
119 DINZ 10 dis
133 OUT (n), A D3 n
134 OuUT (O), A ED79
Table 3-6 CALL AND RERUN INSTRUCTIONS OUT (C), B ED41
GROUP OuUT (C), C ED49
Ins Source Object ouT (C), D ED>1
# Statermnent Code OuT (C), E ED.3
OUT (C), H ED61
120 CALL nn CD nn OUT (C), L ED69
121 CALL C, nn DC nn 135 OUTI EDA3
CALL NC, nn D4 nn 136 OTIR EDB3
CALL Z, nn CC nn 137 OUTD EDAB
CALL NZ, nn C4 nn 138 OUTDR EDBB
CALL M, nn FC nn
CALL P, nn F4 nn
giii ;g’} = Ef:; Table 4-3 BASIC CPU INSTRUCTIONS GROUP
122 RET Cc9 Ins Source Object
123 RETC B * Statement Coda
RET NC Do 139 DAA 27
RET Z C8
RET NZ co 140 CPL 2F
141 NEG ED44
RET M 133 s
RET P FO 142 CCF 3F
RET PE ER 143 SCF 37
RET PO EO0 144 NOP 00
124 RETI ED4D 145 HALT 76
125 RETN ED43 146 DI F3
126 RST O C7 147 ElI FB
RST 10H D7 148 IMO ED46
RST 18H DF 149 IM1 ED56
RST 20H E7 150 IM 2 EDSE
M1l L0011 l_‘.F
RST 30H F7
RST 38H FF

RST 8 FC




CHAPTER 1 THE Z80 CPU HARDWARE

ARCHITECTURE
1-3 a. True ¢. True
b. False d. True
1-5 Daisy chain logic
1-8 8; 8
1-11 a. False c. False
b. False d. True
1-15 d. Register R
1-18 ¢. When the MSB of the corresponding accumu-
lator is a 1.
1-21  a. False b. True
1-24  Register indirect addressing mode.
1-27 a. False d. True
b. True e. True
¢. False
1-30  a. False b. True

CHAPTER 2 THE Z80 INSTRUCTION SET

(PART ONE)
2-2 Load immediate
2-5 Accumulator
2-8 a. True c. False
b. False d. False
2.11 d. LDr, 1,
2-14 dd
217 a. (SP — 1) «— 1Yy
(SP — 2) 1Y,
220 A - (HL)
HL «—— HL -1

BC«—BC-1

ANSWERS TO SELECTED
REVIEW QUESTIONS

CHAPTER 3 THE Z80 INSTRUCTION SET

(PART TWOQO)

3-1 a. False ¢. False
b. True d. True

34 a. LSB; MSB b. LSB

3.7 a. RLC(IX +d); b. 4

3-10 a. False ¢. True
b. True d. False
e. True

3-13  True; PC; incremented.

316 1

3-19 a. False c. False
b. False d. True

CHAPTER 4 THE Z80 INSTRUCTION SET AND
INTERRUPT RESPONSE

4-2

4-5
4-8

4-11

4-14
4-17
4-20

a.
b.

True
False

B; HL

a.
b.

a.
b.B#0;B=0

a.

True
False

B=20

CPL

DI; resets

b.

INT

c. False
d. True

True
. True

a0

¢. Decremented

CHAPTER 5 THE Z80 CPU TIMING AND

CONTROL
5.1 b. The T cycle
5-4 a. No

b. Yes
5-7 ¢. MREQ
5-10 a. False

b. False

Yes

c. True
d. True

187
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5-13 a. True d. True

b. False e. True

c. True
5-16 c. It assures sufficient time for the memory to

write into the addressed location.

5-19 a. False c. False

b. True d. True

e. True

5-22 IORQ

5-25 Leading; last; last.

CHAPTER 6 Z80 PARALLEL INPUT/OUTPUT
CHIP

6-2 a. True c. False

b. True d. True
6-5 a. Bit control mode (mode 3)
6-8 DO0-D7
6-11 a. Data; A b. Fositive; trailing.
6-14  a. Input; STROBEc. IORQ

b. INT
6-17 a. True c. True

b, True d. False

e. True

CHAPTER 7 PROGRAMMING THE PIO CHIP

-1 a. irue €, 1ruc
b. False
7-4 a. 88 d. . EE
b. DO i. AO
7-7 Bit positions D7D6 D5 D4 D3 D2 D1 DO
Byte code 1 0 0 1 0 1 0 O
7-10  ¢. The assignment of the status and control lines

of port A is arbitrary.

7-13  a. False c. False
b. False d. False
7-16 a. Mode 2 requires only the mode set byte,

interrupt vector, and interrupt enable flip-flop
control byte.

CHAPTER 8 Z80 COUNTER/TIMER CIRCUIT
CHIP

8-2 a. Yes c. Yes
b. Yes
8-5 a. False c¢. True
b. True d. True
e. True
8-8 a. False c. True
b. True d. True
e. False
8-11 CE; IORQ; RD
8-14 RESET
8-17 a. True c. False
b. False d. True
8-20 a. Product c. Prescaler; down counter
b. Counters; divides

CHAPTER 9 PROGRAMMING THE CTC CHIP

9.1 b. Mode 2

9-4 a. 0

9-7 b. D0 and D1 c. D1 and D2
9-10 b. 3D04y

9-13 b. IEO c. INT

9.16 d. 3Cy and 354

9-18 c¢. 921.6 ps

CHAPTER 10 780 DIRECT MEMORY ACCESS
CHIP

0.2  h The ctarting address can remain fixed. if so
desired.
d. The starting address can be automatically
incremented.
10-5 a. Yes Yes
b. No
10-8 a. On command (load)
c. Automatically (auto restart)
10-11 a. False ¢. True
b. False d. True
10-14 a. INT c. IEO
b. 1EI
10-17 a. False d. True
b. True e. False
¢. False f. True
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10-20 a. Initialization 12-14 a. False ¢. True
b. Match word b. True d. True
10-23 a. RDY b. CE/WAIT 12-17 a. True d. False
10-26 a. False ¢. True b. Enllsi :' ,1;?:15:
b. False d. True =N :
10-29 a. Yes . No 12-20 a. :}tler;;t‘e;r_ithe 3'.‘1.)“ t;lufftter ap(li is then loaded into
. “Yig & Y e 8-bit receive shift register.
12-23 a. False ¢. True
b. False d. False
CHAPTER 11 PROGRAMMING THE DMA
CHIP
11-1 7. 14 A e CHAPTER 13 Z80 DUAL ASYNCHRONOUS
= L i prNodte RECEIVER/TRANSMITTER CHIP
13-1 a. False c¢. True
11-4 a. True d. False
5 False & (e b. False d. False
c. False f. False 13-4 a. 6
11-7 WR3-0 11011100 b'g
WR3-1 10000001 ¢
WR3-2 L1117 1 13-7  b. Initiates the write cycle when CE is active.
11-10 11011010 10 c. Im?lates the read cycle when CE and RD are
active.
11-13 a. False c. False -
e Tiue d. True 13-11 Positive; RxCA
13-13 a. False
b. True
CHAPTER 12 780 SERIAL INPUT/OUTPUT &g Te
d. True
CHIP
2 B ol - ;
127 Oiadtiple: dable 13-17 }"g;gla;nldv;sba. us of M1 and the active status of
il ol O 1320 a. True
7. KON » R b. False
12-8 INT ¢. True
d. True

12-11 Positive; RxC






INDEX

ADD 4

Addressing Mode
bit 6
extended (direct) 6
immediate 6, 16
immediate extended 6
implied 6, 17
indexed 4, 6
indirect 4, 107
modified page zero 7
register 6
register indirect 6
relative 6

Algorithm 5

Arithmetic Logic Unit (ALU) 1, 4

Arrays 2

Assembler 2

Auto Restart 122

Binary-coded-decimal (BCD) 2, 5
Bit
Carry 5
Half Carry 5
Overflow 5
Parity 5
Reset 4
Sample 4
Set 4
Sign 5
Subtract 5
Test 4
Zero 5
Bit control, individual 75
Bit control mode 75
Bit manipulation 2
Block lengths 121
Block transfers of data 2
BRANCH 3
Buffering
double 142
quadruple 142
Bus acknowledge 121
Bus control 116
Bus Priority logic 116
Bus request 121
Byte counter 116
Byte input, unidirectional 75
Byte manipulation 2
Byte, set interrupt control 87
Byte transfer application 89
Byte output unidirectional 75
Bytes, command and control 121

Carry flip-flop 16
Character

Bisync 145

CRC 145

Monosync 145
Character string 2
Clock period 63
Codes, register pair 18
Comparator 116
Compiler 2
Control word 76
Converter

Parallel-to-serial 142

Serial-to-parallel 142
Counter/Timer Circuit (CTC) 2, 93
Counter, down 95
CRC

generator 154

initilization 143

operation 153
CTC counter mode 101
CTC Read cycle 101
CTC Timer mode 102
CTC Write cycle 100
Cycle

Bus request/acknowledge 69

Exit from HALT instruction 71

Instruction 63

I/O read 66

/O write 66

M 64

Maskable interrupt request/acknowledge

69

Memory Read 65

Memory Write 65

Non-maskable interrupt request/ac-
knowledge 70

OP code fetch 64

Stealing 2

T 63

Daisy chain 74
Daisy chain, extending the 83

DART (Dual Asynchronous Receiver/Trans-

mitter) 159

DART Timing 166
Data path

Receive 161

Transmit 162
Debugging, real-time 2
Decimal Arithmetic Adjust (DAA) 5
Decrement 4
Depletion Mode 2

Development system (hardware/software) 2

Direct Memory Access (DMA) 2
Disk, floppy 2
Disk Operating System (DOS) 2
Displacement 6
Displacement byte 4
DMA mode
Burst 115, 120
Byte-at-a-time 115, 120
Continuous 115, 120
Transparent 120
DMA operation
Search only 114, 120
Search-Transfer combined 114, 120
Transfer only 114
DMA Transfers
I/O-t0-I/O 120, 124
[/O-to-memory 120, 124
Memory-to-I/O 120, 123
Memory-to-memory 120, 124
Dual-in-line (DIP) packages 2, 7, 77
Dynamic memory chips 2

Effective memory address 6
End-of-block 114, 125
Error

Framing 143

Overrun 143

Parity 143
Exclusive-OR 153
Executive firmware 2
Executive time, instruction 2

File maintenance 2
FIFO (First-in, first-out) 145
Fixed part of mnemonic 17
Flag
Auxiliary carry 5
End-of-block 116
Ready 77
Full Duplex 142
Functions
bit-oriented 142
byte-oriented 142

Handshake capability 75
Hunt phase 145

Increment 4
Industrial control application 88
Instruction

HALT 9

Restart 7
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Instructions
arithmetic, group of 16
basic CPU group 16, 58
bit manipulation group 16
block transfer, group of 16
CALL group of 16
EXCHANGE, group of 16
Input/Qutput, group of 16, 52, 54
JUMP, group of 16, 43
Load, group of 16
Logic, group of 16
RETURN, group of 16
ROTATE, group of 16
Search, group of 16
Shift, group of 16
INTEL CORPORATION 1, 15
INTEL 8008 uC 1
INTEL B080A uC 1, 15
INTEL B085A uC 1
Internal Data Bus 4
Interrupt acknowledge 82
Interrupt acknowledge cycle timing 102
Interrupt control and priority logic 116
Interrupt enable/disable flip-flop 57, 88
Interrupt
maskable (INT) 57
multi-level priority 77
non-maskable (NMI) 57
pending 116
request (INT) 9
servicing 82
system 57
Interrupts, multiple-level 4

JUMP 3

Last-in, first-out (LIFQ) 4
Logic
internal control 92, 143
interrupt control 94, 98
Logical functions 4
Look-up tables 9

Machine cycle one (MI) 8
Match found 114
Mnemonic conversion 38
Mnemonic structure 17
Mode
asynchronous 144, 146
bidirectional 81
bit control 75, 81, 87
counter 93, 97
input byte 80
synchronous 145, 147
timer 93, 100

output byte 77
Mode control register 75
Mode set word 87
MOS RAM chips, dynamic 4
MOS RAM chips, static 4
MOSTEK, INC. |

N-channel 2

Nesting 4 .
Non-maskable interrupt (NMI) 9
Not ready signal 125

OP code 6, 16

QP code construction 39
Operand, implied 18
ON Match 125

Package pin assignments 7
Page, base 7
Page, zero 7
Parallel input/output (PIO) chip 1, 74
Pattern generation, test 2
Pointer 6
Pointer, address 77, 107
POP operation 3
Port addressing 122
Prescalar 95
Program counter 3
Program status word 5
Protocol
bit-oriented 146
interrupt control 76, 96
SDLC (IBM) 146
Pulse generation logic 116, 121
Pulse interval 116
PUSH operation 3

Refresh address 8

Register
alternate set 3
block length 116
channel control 95
general-purpose (GP) 2, 3
index 2,
instruction 4
interrupt page address 4
interrupt vector 4, 116
main set 3
mask 76, 116
mask control 76
match work 116
memory refresh 4
special-purpose (SP) 2, 3
status 116, 136, 143

sync-character 143
time constant 95, 106
Return from interrupt timing 103

SDLC message format 147
Serial input-output (SIO) chip 2
Shifts
arithmetic 16, 37
logical 16, 38
Silicon-gate 2
Simulator 2
Software
diagnostics 2
support 2
Stack Pointer 3
Static memory chips 2
STROBE signal 7
Subtract 4
Subroutine, service 4
Symbolic expressions 19
Symbols
register/memory (for rotation/shift) 38
status register 18
Synchronization, external 145

Table look-up 4

Text editor 2

Timing
bus release (burst/continuous mode,

DMA) 125

bus release (byte-at-a-time mode) 126
bus request and acceptance (DMA) 124
DMA active state 123
DMA inactive state 122
variable cycle 122

Throughput rate 2

Trigger pulse 102

Tristate busses 7

True memory address 6

Twos complement 4, 6

UART 142
USART 142

Variable cycle length time 122
Variable part of mnemonic 17
Vector, interrupt 77, 87, 94, 95, 97, 107

WAIT states 64

Word, channel control 95, 97, 106
Words, command for DMA set-up 87
Word, time constant 97, 106, 108

ZILOG, INC. 1
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